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Part 1
Introduction

Tropical algebraic geometry is a field of mathematics that has been growing during the last
10 years (ref. [15],[4],[14],[18],[20],[21]). Its main purpose is to generalize the process of
translating complicated geometric problems into solvable combinatorial problems. This idea
is achieved by matching regular geometric objects with piece-wise linear ones.

Let us define the main algebraic structure of tropical geometry, the max-plus algebra
over a totally ordered group (such as (R, +), (Q, +)) with the following operations:

a® b= mazx(a,b)
a®b=a+0
In the following sections we will present a short survey of the field (mainly from an al-
gebraic point of view), and present an algebraic extension to the max-plus algebra called

Exploded Layered Tropical algebra (ELT algebra for short). ELT algebra is the main alge-
braic structure we will use throughout this thesis.

1 Tropical Polynomials And Their Roots

We wish to study algebraic geometry over the max-plus algebra. In order to do so, we
should look at roots of polynomials. However, the usual definition of roots is useless since
zero (—oo) does not play its classical role in this algebra. For instance, let us look at the
max-plus polynomial p(A) = A2 @ 4\ @ 5. The equation p(a) = —oco is false for every a.

Figure 1: The graph of p(A) = N> &4\ & 5




Looking at the graph of the polynomial p(\) (figure 1), we can see that it is comprised
of three line segments that meets at the points 1 and 4. One can also notice that p can be
factored as

p=Adl) o (AD4).

We would expect these points to be the roots of p. In order to define these roots algebraically,
Zur Izhakian has introduced supertropical geometry ([7]).

We investigate these possible roots and see that they come about when two monomi-
als are equal. Indeed, these are the points where the graph of the polynomial changes its
slope. Therefore Izhakian has built a structure that defines the sum of two equal elements as
a “ghost” element. Izhakian treats these ghosts as zeros since we want to view them as roots.

Further research led Izhakian and Rowen ([9]) to the idea of a graded algebra. Not only
do we “remember” the sum as a “ghost”, we also keep a layer element that gives us more
information. For example, assuming a natural or a tangible element is of layer one, then
the sum of three tangible elements is of layer three. In the broad perspective we will see
the graded algebra as a lesser degeneration of the classical geometry than the supertropical
algebra, which is lesser than tropical geometry.

In this thesis we introduce an extension of a non-archimedean valuation, from the field
of Puiseux series into an exploded layered tropical algebra (or ELT algebra for short), where
the coefficient of the leading monomial determine the layers. Given this new structure we
further refine the definition of a root to be a point where the layer of the evaluation of the
polynomial is zero. This structure is similar to Parker’s “exploded” semiring and holomor-
phic curves ([16]). Parker uses exploded manifolds to define and compute Gromov-Witten
invariants.

While this definition does not coincide with the ”ghost” definition above, it does coin-
cide with the classical tropical definition (i.e., a root is a point of equality between two or
more evaluations of monomials). Furthermore, we will see that this definition produces clear
formalizations and interesting results for polynomials, algebraic varieties and linear algebra.

Example 1.1. The roots of the polynomial f(\) = W0X2 + 12 in ELT algebra over the
+i
complez field are .

Indeed,

+i

F(Al) = [“]0<[3311)2 4 g = [alo([%”z) + g = [Fllg 4 Mg — g,

2 Linear Algebra

Tropical linear algebra, also known as Max-Plus linear algebra, has been studied for more
than 50 years (ref. [2]). While tropical geometry deals with geometric combinatorial prob-
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lems, topical linear algebra deals with algebraic non-linear combinatorial problems (for in-
stance, the assignment problem [13]). Tropical linear algebra may also be used as a mean to
study the tropical algebraic geometry (for instance, the tropical resultant). Notable work in
this field can be found at [2],[3],[10],[11] and [19].

In tropical linear algebra, a set of vectors is linearly dependent if for some non-trivial
linear combination the maximal entry at each column is obtained at least twice. For instance,
the vectors

wy = (1,2,0),ws = (0,3,2), w3 = (0,0,0)

are linearly dependent. Indeed,

In ELT linear algebra, a set of vectors is linearly dependent if for some non-trivial linear
combination, all of the layers equal zero. For instance, the vectors

v = ([1]17 [1]2’ [I]O)7 vy = ([1}0’ [1]37 [1]2)’ v = ([*1]0’ [1]07 [1]0)
are linearly dependent. Indeed,

Moy + 7100, + M2y = (V2,113 012),

We notice that while u; = (1,1),us = (1,1) are clearly linearly dependent in tropical

algebra, the two vectors
u) = ([1]1’ [_1]1),u/2 — ([—1]1’ [1]1)

are independent. Geometrically the span of these two vectors is equal a span of one vector.
However, the layers of these two spans differs. Naturally we would like to know what is the
maximal size of an independent set.

One of the challenging results presented in this thesis is that the size of a maximal in-
dependent set is exactly n. Furthermore, the maximal number of linearly independent rows
of a matrix (called row rank) is always equal to the maximal number of independent columns.

The addition of layers also enables us to extend the usual tropical permanent with the
ELT determinant, having the layer multiplied by the sign. For example consider the matrix
with rows vy, vo, v3

(1 [Olo [y
A= | Olp N[g Qg
1o [0l [Mp

Using a rather natural definition, we obtain the determinant
1A] = [110<[111 g, mo> 4 [11()([1}2 g {—1}()) _ [0y

Since the layer of the determinant is zero, the rows of the matrix are linearly dependent, as
we have seen before.



3 Main Results

In this thesis we present a few main results:

1. Complete characterization of univariate polynomials factorization
2. A geometric counterexample to unique factorization of polynomials in two variables.
3. Unique factorization for primary polynomials in any number of variables.

4. Formalize the natural definitions of linear dependence and determinant, and prove that
a matrix is singular if and only if its rows are linearly dependent.

5. Prove that the row rank and the column rank of a matrix are equal.

6. Formalize and prove an exploded-layered version of Payne’s generalization [17] of
Kapranov’s theorem (for the hypersurface case).

7. Prove that the Sylvester matrix of two polynomials is singular if and only if they have
a common tropical root. In this proof we use exploded layered tropical linear algebra
and Kapranov’s theorem.

4 Tropical Geometry

Tropical geometry was described in the introduction as a general theory that enables one to
translate complicated geometric problems into a solvable combinatorial one. Since this is a
broad definition, there is more than one way to approach tropical geometry.

4.1 Amoebas

Amoebas ([5]) are the geometrical objects defined as images of varieties by the function
F: (C*)» — R" given by

F(z1, 22, ..., 2n) = (log, |21], log, |22], ..., 1og; | zn])-

These amoebas have different asymptotic limits in different directions, and the idea is to take
the lines to which the amoebas converge. We achieve this goal by narrowing the amoeba to
have zero width.

Tropical curves are defined as the limit obtained as ¢ tends to co. These tropical curves
are piecewise linear objects as we wished.

Example 4.1. [5] Consider the polynomial

flz,y) =xz+y+1¢€Clz,y].



Figure 2: The amoeba F'(V; N (C*)?)

The variety of f is Vy := {(z,y) € C*| f(z,y) = 0}. Figure 2 is a graph of an amoeba of
Vy.

The tentacles of the amoeba are created by points (logi(|x|), log:(|y|)) such that |x| or |y
tends to 0 or oo.
For example, the set of points (xv,x — 1) € Vj such that |z| — oo creates the north-east
tentacle. If |x| — 0 the west tentacle is created (since |y| — 1), and x — —1 creates the
south tentacles.

When taking the limit t — oo we obtain the tropical curve (Figure 3).

Figure 3: The limit of amoebas is the tropical line




We can see that the max-plus behavior arises from the definition of the tropical curves
as the limit of the log action on regular curves. For any ¢, and two points ¢*,t* € V; we
obtain two points in the amoeba a,b. The point t*t* = t*** is sent to the point a + b in the
amoeba, thus a © b := a + 0.

Now we consider log;(t* + t*) when ¢ tends to co. If a > b then
log:(t" +t°) = log:(t*(1 + ")) = a + log,(1 + t"~%),

since b — a < 0 then log;(t* +t°) — a as t tends to oo. Thus a @ b := max{a, b}.

4.2 Non-Archimedean amoebas
4.2.1 Non-Archimedean valuations

First we recall the definition of a (non-Archimedean) valuation. Let K be a field, then the
function v : K — R U {00} is called a wvaluation if the following properties hold:

L. v(z) =00 <= 2=0.
2. Yo,y € K :v(zy) = v(z) + v(y).
3. v(z +y) > min{v(x),v(y)}.

Let v be a valuation over a field K with char(K) # 2, we recall the following basic
properties: Since v(1) =wv(1-1) =v(1) + v(1) then

v(1) = 0.

Next, 0 = v(1) = v((=1) - (=1)) = v(—=1) +v(—1) so v(—1) = 0 and for all z € K

For all z € K, since 0 = v(1) = v(zz™ ') = v(x) + v(z~!) then
v(z™!) = —v(x).

We saw that v(£1) = 0. Assume v(z) = 0 for some z.
If v(x) < 0 then

v(1+ ) > min{v(1),v(z)} = min{0,v(z)} = v(z).

Also,
0>v(z)=v(l+2z—1) > min{v(l +z),v(—1)} = min{v(1l + z),0}

therefore v(z) > v(1 + ). Together we obtain that
v(z) <0=v(l+2z)=0(z).
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Now, for all z,y € K if v(z) # v(y) then v(x) — v(y) # 0 and so v(xy~') # 0. Thus for
all x,y € K such that v(x) # v(y), either v(z1y) < 0 or v(y~'z) < 0.

Assume that v(z~'y) < 0. Then
v(z+y) = v(z(l+27ly)) = v(@) +o(l+a7ly) = v(@) +v(zy) = v(@) —v(z) +o(y) = v(y).
Thus if v(x) # v(y) then v(z +y) = v(x) or v(z 4+ y) = v(y). In other words,
v(z +y) >min{v(z), v(y)} = v(z) = v(y).

That is the reason that the equality between the valuation of two elements is central in
our theory.

4.2.2 Puiseux series

Consider the field of Puiseus series K(t) = {>_;.;a;t’'}, I C R a totally ordered set. There
is a valuation:

v: K(t) = RU{oo}

v(Zajtj) = min(/).

jeI

given by

Now using this valuation, we can define the non-Archimedean amoeba (cf. [6]) of a hy-
persurface of K (¢)" as the image of the function F' : K(t)" — R, given by F(z1,...x,) =

(—v(x1), ..., —v(z2)).

Let X be the hypersurface in K(t)" obtained by the polynomial }_a, f7 where a; €
K(t),J = (i1, ...,i,) and f/ = z}'---2i». Kapranov’s theorem states that the non-Archimedean
amoeba of X coincides with the corner-roots of the tropical polynomial >~ —v(a ;) .

This approach to tropical geometry (ref. [4],[1]) is closely related to our work as it is
algebraic rather than analytic.

5 Exploded Layered Tropical Algebra

In this section we define the algebraic structure we use throughout this thesis, which is inher-
ited from the work of Parker ([16]) and Izhakian and Rowen ([8],[9],[10],[11]). The purpose
of this tropical algebraic structure is to formalize some of the results of tropical geome-
try, prove classical theorems that could not even be formulated in tropical geometry, and
hopefully solve open classical problems. This field of mathematics is a new and exciting area.



Definition 5.1. Let L be a set closed under addition and multiplication and F' a totally
ordered group (such as (R,+) or (Q,+)). An ELT algebra is the set {{\A\|]\ € F,¢ € L}
together with the semi-ring structure:

1. [l il = [z1+LzQ]>\7
2. If )\1 > )\2 then wﬂ)‘l + [32])\2 — [Zl])\l’

3. [51})\1 . [52])\2 — [51-L€2]()\1 +5 )\2)'

Let R be an ELT algebra. We write s : R — L for the function which extracts the
coefficient:
() =1,

and t : R — F for the function which extracts the tangible value:
t(x) = A,
We extend the total order on F' to a partial order on R in the natural way:
By, > By, —= X\ >p

Example 5.2. Zur Izhakian’s supertropical geometry (ref. [7]) is equivalent to an ELT
algebra with L = {1,2} such that

1+1=21+2=22+2=2

and
1-1=1,1-2=2,2-2=2.

The supertropical "ghost” element 1¥ is equivalent to P11 in the ELT notation, and the
tangible element 1 to M1,

Therefore, in this thesis we will refer to this specific ELT algebra as a supertropical alge-
bra.

Example 5.3. The classical max-plus algebra is equivalent to the trivial ELT algebra with
L ={1}. We call this case tropical algebra.
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5.1 Non-Archimedean amoebas

Let R be an ELT algebra over the reals with layers from an algebraically closed field L = F
of characteristic 0, and let K be the field of Puiseux series with coefficients in F and powers
in R or Q. We define an ELT tropicalization function from K* to R in the following way.
Assume x € K* is a series with leading monomial ¢t then we define

ELTrop(z) := 1 (—a).
Let f € K[z1,...,7,] be a polynomial, and write f = > a;x!. Then

ELTrop[f] := Z ELTrop(ar)\ € R[\, ..., A\l

Definition 5.4. If f € K[xy,...,x,] is a polynomial, then its ELT variety is the following
set of ELT roots

V(f):=f{acR": S(ELTmp[ f](a)) YRy

In these terms, Kapranov’s theorem states that the non-Archimedean amoeba V' (f) co-
incides with the pointwise ELT tropicalization of the classical variety of f.

5.2 The element —oo

The element —oo is essential for some of the results we obtain in this thesis, therefore we
may add it in the following way.

Define R := R U {—o0} such that for all a € R:
a+ (—o0) = (—00) +a=a,
a-(—o0)=(—00)-a=(—00).
We also define
s(—0o0) := O,

and
ELTrop(0k) = —oc.

Part 11
Factorization and basic properties of
polynomials

6 Introduction

In this part, we focus on the problem of factorization of polynomials and the necessary
requirements from the layer structure L. The factorization of tropical polynomials is im-
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portant for a number of reasons: first, the factors of a certain polynomial help us split the
variety of the polynomial into smaller varieties; second, the way polynomials factor affects
the algebraic structure of the polynomials ring and its ideals. This is important since we aim
to create an extensive algebraic base. Also, Gathmann (ref. [5]) explained the importance of
factorization of tropical polynomials and its connection to ordinary polynomial factorization.

We will show that in this structure most polynomials in one indeterminate factor uniquely.
We will also show that polynomials in several variables, in which all monomials have the
same tangible value at some point (called primary polynomials), factor uniquely.

Example 6.1. For example, consider the variety of three geometric lines which intersect at
(0,0).

f=@+y)(z+0)(y+0)=(x+y+0)(zy+2z+y).

This variety may factor into the three geometric lines, or a tropical line and a tropical
quadratic factor. The distinction between these two cases is encapsulated in the layer of the
intersection point. We will see that since this is a primary polynomial it factors uniquely in
our expanded structure.

7 Basic Definitions

We wish to define polynomials over the ELT algebra with ¥ = R. One must note that
unlike polynomials over classical algebra, two ELT polynomials may be equal everywhere
yet contain different monomials.

Example 7.1. Consider the two ELT polynomials
fla) = a* 4+ W2,

and,
g(x) = 2> + x + 12,

For each x € R such that x > 1, the monomial z* dominates the other monomial since
2 - - _ _ 2
x* > x,2. Thus, in this case, f(zx) = g(z) = x*.

Ift(x) = 1 then f(x) = 2%+ 2. In the polynomial g, the monomials x%, M2 dominates
the monomial x and so g(x) = f(z) as well.

The last case is x < 1 in which similarly f(z) = g(x) = M2.

Therefore f and g are equal at every point of R even though they contain different mono-
maals.

12



For this reason we define ELT polynomials as functions.

Definition 7.2. An ELT polynomial p is a function p : R — R of the form

P, An) =D ar\

IeG

where G C N" is a finite set and for all I € G the coefficient a; is in R.

We denote the set of all such polynomials as R[Aq, ..., Ay

Definition 7.3. Let f be a polynomial of the form f = """ | h;, where h; are monomials.
Write f, = >, 4 hi. Then:

1. A monomial h is called inessential at a point a if f;(a) = f(a). If h is inessential
at every point, then h is called inessential.

2. A monomial h is called essential at a point « if it is not inessential at a (needed for
layer zero) and f(a) = h(a). If such a point exists, then h is called essential.

3. A monomial h is called quasi-essential at a point a if it is neither essential nor
inessential at a. If h is neither essential nor inessential, then it is called quasi-
essential.

Example 7.4. Consider f = A% + 11\ + 12, Then A? is essential at each tangible point
with value greater than 1. At 1 all of the monomials are quasi-essential, and for tangibles
lesser than 1 the fixed monomial 2 is essential.

Definition 7.5. The monomial of a univariate polynomial f with the highest power of \ is
called the leading monomial. The monomial with the lowest power is called the tail mono-
mial. Any other monomial is called a middle monomial.

Definition 7.6. A corner root of an ELT polynomial is a point at which at least two mono-
mials dominate. i.e., (c1,...,¢,) € R™ is a corner root of p(A1, ..., A\y) = > ;oo arA' if the set
{I € G|t(a;c!) = t(p(cy, ..., cn))} is of order 2 at least.

In other words, a point a is a corner root of a polynomial f = Y " | h; if hy is quasi-
essential at a for some 1 < k < n.

Lemma 7.7. A polynomial f in one variable has only finitely many corner roots.

Proof. By definition, a corner root is a point where two monomials hi, hy have the same
tangible value. There are only finitely many different possible pairs of monomials, each

contributing at most one root.
O
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Definition 7.8. Let f and g be two polynomials in several variables. We say that f and g

are root equivalent if
s(£0) = 5(9(0)),

for every corner root c.

Definition 7.9. Let f be a multivariate polynomial. If all of the monomials of f have the
same tangible value at the point a, then f is called primary in a.

Lemma 7.10. Let [ be primary in a. Then f is of the form [ = CZ[bI]OaI)\{ where
I=(i1,....1,) € (NU{O})", a = (ay, ...,an), ar = a7 ---a;™ , by € L, by # 0, Xl = X[t -+ \in
and c is tangible.

Proof. First we let ¢ be the tangible value of f(a). Let d\; be any monomial of f. Then it is
quasi-essential or essential at a. Thus the tangible value of aloﬂi1 -+ +al» must be c. Therefore,
d = 10a;™ - - . a "¢ where by is the layer of d. by # 0 since otherwise the monomial could
not be quasi-essential. O

Definition 7.11. The essential part of a general polynomial f = >._, h; at a point a is the

polynomial
fo= 2 M

keK

el

such that k € K C [ if and only if A is not inessential at a.

It is fairly clear that the essential part at a is always primary at a.

8 The Expanded Structure

We wish to obtain a basic algebraic result - unique factorization - for polynomials over the
ELT structure. In their paper (ref. [8]), Izhakian and Rowen showed that unique factor-
ization fails in their original supertropical structure even when considering polynomials as
functions.

As we explained in the introduction, we try to expand the structure of L. First we con-
sider L = N with the usual operations. Considering R[], the polynomials in one variable
over this structure, we wish to know if there is unique factorization. A rather simple coun-
terexample arises which we will explore.

We would hope generally that a polynomial would factor according to the variety of its

roots; for each of the connected parts there would be one factor (not necessarily irreducible).
In the one variable case, each such part is a single point.

14



Now we are ready to study the following polynomial over the supertropical algebra:
f=A2 4+ 1\ 4 M,

In this example, the roots are A = 1 and A = —1. We expect that the above polynomial
will factor into (A + 21)(#'1X 4 0), since these are the roots with the correct layers. We are
rather close but not exactly there, as we get

AP (F1A40) = P24 0N+ PPN+ BT = P2 B BP = Bl (2Bl 0) = Py,
The polynomial f is irreducible and also (A + 21) and (21X + 0) are irreducible, which
contradicts unique factorization of g = P11 f = (A 4+ PI1)(PlIX +0).

However, these factorizations are not inherently different. The main problem is the lack
of an inverse for the layer. If we add fractional positive layers, i.e. take L = Q™, the unique
factorization of the polynomial will be

WA+ BN +0) = A+ EF(n 4+ A (=1)).

9 Positive Rational Layers

For this section we fix L = Q.

9.1 Monomial equality

We will show that polynomials which are equal as functions must consist of the same mono-
mials (other than the inessential ones). Moreover, we will see that given enough points of
equality, two polynomials are equal everywhere.

Lemma 9.1. Let k > 1 € N and a,b € R. The polynomial f = a\* + b\ has a corner root
x € R. For any substitution \ < x, the second monomial is essential and for any substitution
A > x, the first monomial is essential.

Proof. A tangible point z is a corner root if t(az*) = t(bz!), and therefore t(x*~!) = t(ba™1).
Given our assumptions, such a corner root exists. If y > x then t(y*!) > t(z*!) = t(ba™!)
and therefore ay® > by'; similarly if y < 2 then ay® < by'. We see that the corner root is like
a scale; on one side one monomial is essential and on the other side the second monomial is
essential. This is the piecewise linear behavior of supertropical algebras. ]

Corollary 9.2. Given a polynomial in one variable
f = (Irl)\Tl 4+ ...+ arn/\T”
such that ry > ry > ... >1,, n> 2 and a,, # —o0, then f has a finite set of corner roots

Tp > Tp_1 > ... > 21,k > 0.
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The monomials a, A\ + a,,A\"? + ...+ a,,\" are quasi-essential at zj, for some 1 > 0. The
monomial a,, A" is essential at A > xy, the monomial a,,\" is essential at i, > X > xp_1,
and the monomials between them are inessential at \ # x.

The monomials a, A" + ... + a,, A" are quasi-essential at xy_y for some j > i. The
rightmost monomaial is essential at xp_y > X\ > xp_o, and the monomial between it and the
leftmost monomial are inessential at X\ # xp_q.

This continues until the rightmost monomial is a,, A" which is essential at A < .

Lemma 9.3. If f = > hy is a multivariate polynomial with a non-empty set of corner roots,
then for all i, h; is quasi-essential on at least one corner root of f.

Proof. Recall that h; is not inessential. Therefore, let ¢ be a point so that h; is essential or
quasi-essential at c. If ¢ is a corner root we are done, so we assume that it is not.

The monomial h; is in several variables and is not inessential at some point ¢ = (cy, ..., ¢,).
Consider f as a polynomial of one variable by fixing all of the variables other than A; at ¢
(we specialize A, = ¢,). There is only a finite number of monomials, and so there is only a
finite number of corner roots between h; and any other monomial h,, of f; we denote them
as xg. First, assume that {z;} is not an empty set. Tangibles are from an ordered monoid.
Thus we can sort these corner roots along with the point ¢ by size. Considering the fact
that h; is quasi-essential at ¢, we take the closest corner root in the array after which h; is
inessential to be x,. Since this corner root is the closest to ¢, h; and h, are quasi-essential
at x,, for otherwise there is another monomial h,, bigger than h; but then x,, is between ¢
and x, which is false. We obtained x, as a corner root on which h; is quasi-essential.

However, if the set of corner roots {x)} is empty we choose a variable other then j. If
the corner roots sets are empty for all variables, it follows that the polynomial has no corner
roots altogether, which is absurd. Indeed, if f has any corner root, it must have at least one
monomial which differs in at least one variable power from h;. Leaving this variable free we
obtain a non empty set of roots. O

We will prove that given s(f(I*la)) for all x, one can know all of the monomials that are
quasi-essential at a. As a consequence, one can know all of the monomials of a polynomial f,
due to the lemma above that assures us that each monomial is at least quasi-essential at
some corner root.

Lemma 9.4. Let f be a univariate polynomial, and let g be the polynomial which contains
all of the monomials of f which are not inessential at some given point a. Then g is of the
form g=c,> 7 _, belONE@™ % where ¢4 is tangible.

Proof. Clearly, all of the monomials of g have the same tangible value at a. Let n be the
degree of g, and define ¢, = t(g(a))a™™. Let h be a monomial of g of degree k. Then
cea™ = t(g(a)) = t(h(a)) = ba*. Therefore t(b) = c,a™*, as desired. O
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Lemma 9.5. If f and g are two polynomials in one variable (with non-empty corner root
sets), then f and g are root-equivalent and are equal at one point <= f and g have the
same monomials <= [ = g everywhere.

Proof. Fix a tangible corner root a and look at the sum of all non-inessential monomials

at a;
n

Cq Z bl \EgmF,

k=0

Next we look at the root at layer i: f([i]a) =Ca Y oo bri*lgn . Now its layer

k=0

(we include the layer of ¢, into the b;’s, and therefore s(c,) = 1). This equation holds for
all i € N. A similar argument for g yields s(g(/!a)) = Y dyi*, with e, as the constant. Our
goal is to show that by = d; and that c¢,=e,. This will prove that f and g have the same
monomials, and the rest of the proof is trivial.

Next let us prove that b, = d;,. We take a number m € N so that mb, and mc; are in N
for all k& (this is the lem of all of the denominators). Now take i to be maxy(mby, mdy) + 1.
> mbyi* is written to the base i, but this form is unique. Recalling f(Ila) = g(®la), we use
the same argument for g to obtain mb, = mdy and finally b, = dj.

We will now show that given the constant ¢, of a root a, all of the other constants are
known. Let {a;};_, be the sorted set of roots of f (and g). Fix a root a; and assume
Cq; 18 known. Between two consecutive roots aj and ajyq, there is one essential monomial
(otherwise there would be another root between them). Clearly, this essential monomial is
quasi-essential at the roots also. Therefore there is a monomial of the form Co, IO @ "
and also of the form c,,,, P0Na! . We conclude that cq,a] ™" = c,,,,a};; and therefore we
can calculate c,,,, from c,,, a; and a;+1. This argument Works in the other direction as well,
and thus all of {c,,},_, are known.

Finally, since f and g are equal at some point, they have equal constants ¢, = e, for
some a. The rest of the constants are equal since they are calculated from this constant and
the other roots (which are equal for f and g). We obtained the desired result: if f and g are
root-equivalent and are equal at some point, then they have exactly the same monomials,
and therefore are equal everywhere. If they are equal everywhere, then clearly they are equal
at some point and root-equivalent. O]

We will now prove this monomial equality for several variables using an induction whose
base is the above lemma. In several variables, the corner roots are much more complex and
interesting as we will see later in this thesis. First we prove a simple lemma which helps us
show that any point of equality between two root-equivalent polynomials means equality at
every point.
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Lemma 9.6. Let f = > h; be a polynomial in n variables with a non-empty set of corner
roots, and let ¢ = (cy,...,¢,) be any point. Then there is a variable \;, and a corner root a
such that a = (x1, ..., Ti_1, Ci, Tiv1, .. Tn).

Proof. Having a corner root set is equivalent to f having at least two monomials, as we have
seen when proving monomial equality. These two monomials must differ at the power of
at least one variable, call it A\;. Now fix any A\; = ¢; such that i # j. Clearly we obtain
a polynomial with n — 1 variables and at least two different monomials. Therefore, this
polynomial has a corner root (z1,...,%; 1, %1, ..., Z,) and a above is a corner root of f as
desired. O]

Theorem 9.7. Let f and g be two polynomials with non-empty corner root sets, then f and
g are root-equivalent and are equal at one point <= f and g have the same monomials
< [ = g everywhere.

Proof. Assume that f and g are root-equivalent and there exists a point ¢ such that f(c) =
g(c) = z. By the lemma above there is a variable, call it \,, and a corner root a such that
a= (1, .., Tp_1,Cpn).

At any given corner root the layers behave like classical polynomials. For example con-
sider f(\) = BIX 4110 then f(I?l0) = B**+10. Since f equals g at every layer of the corner
root, their essential monomials at the corner root must be equal up to multiplication by a
constant. In view of the point of equality they are exactly equal.

Similarly to the proof of the above lemma, by choosing different variables and direction
we prove that f and g must consist of exactly the same monomials, and the rest of the proof
follows. O

Corollary 9.8. If f and g are two polynomials with non-empty corner root sets such that f
and g are root-equivalent, then there is some constant ¢ such that f = cg.

9.2 Primary polynomials

Lemma 9.9. Let f be a polynomial in one variable. Then there is a factorization of f into
primary polynomials of its roots, and a power of \.

Proof. Take the highest m € N such that A™ divides each monomial in f. After we factor
out A, the constant monomial is essential. We call the new polynomial f;, and order the
root set {a;};-, where a; < as < ... < a,,. The essential part at a; is primary in a;. Let j

be the highest power of A in this primary polynomial, and let ¢; be the coefficient of . We
normalize by multiplying by cj_l, and call this primary polynomial g;.

Now take the essential part at as. The highest power of A of a monomial in g; is the
smallest power here. Therefore by factoring out A where j = deg(g;) of the essentials above,
we get a primary polynomial g, in as. Let us look at g1g» as a polynomial. First, it has
the roots a; and ay. Also, when a < ag, gs(a) = b,. Therefore, g;g> and f; have the same
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layers at images of all layers of a;. When a > a;, the essential monomial of g; at a is A/ and
therefore f(as) = go(az)gi(az). Thus g;go has the same layers as f; for as as well.

We normalize gog; and continue to get g3 as before. g3(a) for a < ag is exactly the
constant we normalized gog; with, and therefore g3g.g; has the same layers on a;, as and
az. We continue this process and obtain that f; = ¢,9,-1...91 due to Theorem 9.7, and thus
f=AXN"9,9n_1...91, as desired. O

Example 9.10. We will now factor a polynomial into primary polynomials. Consider
f=4X + 55X + 6% + 6)%
First we factor A\? and are left with
f1=4X* 4+ 5)\* + 6\ + 6.

The root set here is {a; = 0,as = 1}. The essential monomials in a; are 6\ + 6. We
normalize by —6 and obtain g; = A + 0. The essential monomials in ay are 4A3 + 5\% + 6.
We factor by M = A! and obtain g, = 4A? + 5A + 6. g1(a)g2(a) = gi(a) - 6 = 6a + 6 = fi(a)
for a < as = 1, specifically fi(a1) = ¢g1(a1)g2(a1). When a > a; then g;(a) = a; therefore
g1(a)gz(a) = a-gs(a) = fi(a), specifically fi(as) = g1(az)g2(az). In this case, the factorization
process ends here, and

F=Mgigo = N(A+0)(4)\2 + 51 +6).

9.3 Unique factorization

Theorem 9.11. Let f be a univariate polynomial. Then f factors uniquely into polynomials
which are primary at the corner roots, possibly including ™ for some m € N (up to multi-
plication by constants).

Proof. By the above lemma we know that such a factorization exists. Suppose that there
are two different factorizations of f, called h; and hy. Take the smallest corner root a. Let
g be a primary polynomial in a root bigger than a. Then ¢ := g(a) is the constant of g.
Now g(fla) = ¢ for all i, since a is smaller than the corner root of g. Thus, both h; and hy
have the same layers at the primary in a up to a constant (since the other primaries yield
constants in a). Thus the primaries in a of both hy and hy are equal up to multiplication by
a constant. We factor out the primaries in a, and continue this process to see that all the
primaries are equal up to a multiplication by constants. ]

Now the natural question is whether or not a primary polynomial factors uniquely into
irreducibles. Define P, to be the set of polynomials of the form f =3} _, beloNE@™—* | and
the function ¢ : P, — Q¥[)\] defined by ¥(f) = Y.;_,s(bk)z*. QT is the set of positive

rational numbers.
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Lemma 9.12. Let f and g be primary polynomials in a. Then ¥(f + g) = ¥(f) + ¥(g)
and Y(fg) = ¥(f)Y(g). Moreover, ¥ is an isomorphism up to multiplication by a tangible
constant in P,,.

Proof. Let f be of the form f = 37" ja;X" and g = > 7" a; M. Assume n > m; then

m

FH9=> (ar+b)N+ > (a)\*

k=0 k=m+1

Therefore,

n

B +9) = 3o+ b+ 3 (@ = D (st + e+ D (s(ae) =

=0 k=m-+1 0 k=m+1
= s(ag)z® + Z s(bp)z" = ¥(f) + ¢(g).
k=0 k=0
Now for multiplication, o
fg = Z (ai + bj))\i+j.
ij=1
i=n,j=m i=n,j=m
(fg)= > (slai+b))a™ = > (s(a:) + s(b))x™ = v()(g).
i,j=1 t,j=1

Next, v is clearly onto, and in order to prove it is also an isomorphism we must verify it

is injective. Assume (f) = 1¥(g), Dopeg s(br)z* = S0, s(ax)z*. We see that Vk, s(ay) =
s(by). Since both f and g are primary in a, the tangible values of ay, by, are fixed up to a
multiplication by a tangible constant ¢, and so we get f = cg. O]

Corollary 9.13. We have unique factorization for primary polynomaials iff there is unique
factorization in QT [A].

Unfortunately, unique factorization fails in polynomials over the positive rational numbers
(or even the positive real numbers). Take the following example:

204+ 22° + 32 +20% + 32° + 20+ 2 = (' + 22+ 1) (2?4224 2) = (P + o+ 1) (2 + 23 + 22+ 2).
In order to verify that these polynomials are irreducible, we will look at the complete fac-
torization over R:

2 +22° + 32 + 208 + 322 + 22+ 2= (2 +x + 1)(2? — x + 1)(2® + 27 + 2).

One can easily see that the above factorizations are obtained by combining the left pair
of polynomials [(z? + z + 1)(z* — 2 4+ 1)] or the right one [(z? — x + 1)(2? + 2z + 2)]. Tt
is immediate that primary polynomials do not factor uniquely in this structure. (I thank
Professor Uzi Vishne for his elegant counterexample.)
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10 Full Rational Layer

We have seen that unique factorization fails for primary polynomials, due to the lack of
negative layers. Unlike positive layers, negative layers first arise in light of the factorization
problem. We will see that this expansion will be interesting in itself, and will solve our
factorization problem.

From now on, we fix L = Q.

10.1 Layer zero elements

One should introduce a new layer — zero, which changes the rules. Consider the primary
polynomial A2 4 2\ + 4; here 2\ is quasi-essential. However, if we change the polynomial
slightly into A2 4+ )2\ + 4, we turn the middle monomial into an inessential one. This is
true since this monomial does not change the size of the polynomial at any point, but it also
does not change the layer because it contributes zero. These layer zero monomials will be
the only exception to unique factorization in one variable.

For example, let us look at the following polynomial:
f =L\ +1x+0).

f is equal to PO + W1)(X + #](=1)) for any 2,5 € Q. Unfortunately, this is not the
only type of counterexample to unique factorization. However, the only counterexamples to
unique factorization involve layer zero monomials which do not factor polynomials without
zero layer monomials, as we will see in the next subsections.

10.2 Monomial equality

First we must obtain the same monomial equality result that we have seen only for positive
layers. We wish to prove that if two polynomials are equal as functions, they have the same
essential and quasi-essential monomials.

We notice that root-equivalence is weaker than monomial equivalence in this structure.
Consider the polynomials f = 2A*+[13X3+0, g = A\* +92)2 + 0. Both f and ¢ have corner
roots 1 and —1. Also Vi, f(11(—1)) = g(l}(=1)) = 0 and s(f(1)) = s(g(!1)) = i*. Therefore
f and g are root-equivalent, but clearly not equal. We need to capture the monomials with
layer zero coefficients which are lost on corner roots because they are inessential there. We
capture these monomials by looking at the slopes of the polynomial as well.

Lemma 10.1. Let p; and p; be two primary polynomials in a. Assume that V¢ € Q, s(p1(Ua)) =
s(p2(a)), and assume that p, and p,; have no monomials with layer zero coefficients. Then
p1=cpo for some constant c.
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Proof. Assume that deg(p;) > deg(p2). Now choose a polynomial p with high layer coef-
ficients so that p; + p and cp, + p are both primary polynomials in a with positive layer
coefficients (¢ is a constant). Also we choose p so that it does not have any monomials
in which both p; and ¢py are missing. Due to our results in the positive layer section, we
know that p; + p = cps + p. Now since p; and p, do not have layer zero monomials, we
can remove p from the equations by adding "Y0p: p; + p + 710p is p; with the addition
of layer zero monomials; assume h is such a monomial. Since p; does not have monomials
of layer zero h cannot be a monomial of p;, and therefore it must be a monomial of p.
cps +p +U0p = py + p + FU0p so h must not be a monomial of either p; nor p, implying
h is in p which is absurd. We conclude that p; + p + [710p has no layer zero monomials and
is equal to p1, and ¢ps + p + 7H0p = eps s0 p1 = cps. O

Lemma 10.2. Let x,y be two tangibles, and r,t € R. Then there is no more than one
monomial a\* such that az® = r and ay* = t.

k k

Proof. This is a case of two linear equations in two variables. a = (z71)*r since az® = r and
therefore (z71)*ry* = t. Due to our assumptions, there is only one k such that (z71y)* =
r=. Then a = r(z~ ). O

Since the layer zero is not our main interest and it turns out to be a counterexample
to unique factorization, we will prove an easier theorem for monomial equality. Instead of
building an exact description of the minimal amount of data we need in order to reconstruct
the polynomial, we assume that we have all the data.

Theorem 10.3. For any two polynomials f and g, f and g have the same monomials if and
only if f = g everywhere.

Proof. Assume f = g everywhere. We already know that each monomial with layer different
from zero must be quasi-essential at some point. As we have seen, this monomial has to be
in the polynomial (both in f and g).

Assume that A is a monomial with layer zero. Then h must be essential at some point
a = (aq,...a,). As we have seen, when all variables are specialized to a except for \;, then
h is a monomial in one variable which is essential at least between x < a; < y for some
x,y. Due to our assumptions there are at least two points 2/, such that x < 2/ <9/ <y
and the monomial is essential at z’ and y'. Thus h(2’) = f(2’) and h(y') = f(¢/), and as a
consequence of the above lemma, h is known. Therefore we know the exponent of \;. We can

calculate the exponent of all the variables this way, and then the coefficient is given because
we know h(a) = f(a).

In conclusion, any monomial of f or ¢ is uniquely determined by the polynomial as a
function, as desired. The other direction is trivial. O
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10.3 Regular polynomials

We will describe the multiplication process of polynomials, since it differs from classic mul-
tiplication and is essential to our paper. Even though multiplication is distributive, some
monomials of the product are inessential and therefore deleted, since we view polynomial as
functions. The multiplication is well defined due to theorem 10.3.

Example 10.4. Consider the two polynomials f = (=2)A\2+X+1, g = (=5)A3 + (=1)A +0.
Both f and g have corner roots 1 and 2. Thus f - g =

= (=22 ((=5)A* = 1IN + AM(=3)X 4+ (DA +0) + L((=D)A +0) =

= (=T)N + (=5)A + (=3)A% + (=1)A? + Fox + 1.

Whereas (—7)A° is essential at A > 2, (=7)A° 4+ (=5)A* + (=3)A\* + (—1)\? are quasi-essential
at A =2, (—1)\? is essential at 1 < A < 2, (=1)A? + BOX + 1 are quasi-essential at A\ = 1,
and 1 is essential at A\ < 1.

Definition 10.5. A polynomial f = " la A € B[\, ..., \,] is called regular if ¢; # 0 for
all 1.

We wish to prove that regular polynomials have unique factorization. In order to give
this result more meaning, we would also like to prove that the product of two regular poly-
nomials is also regular.

Lemma 10.6. Let g and h be polynomials. A monomial of f = gh is essential at a <=
it is a product of an essential monomial of g at a and an essential monomial of h at a.

Proof. A monomial of f is the sum of products of monomials from g and monomials from h.
For example, g = A+ 0, h = A+ 20, f = gh = X\ + A\® + 0. The middle monomial A® is
the sum of A- 20 +0- .

Assume that u is an essential monomial of f at point a, then u = g1hy + ... + gphg. If
for any i g; of h; are inessential then w is inessential, thus at a for all of the monomials g;, h;
are quasi-essential. Therefore g;h; is also quasi-essential at a for every 1 <4,7 < k. Assume
k > 1, the monomials g;h; and g;hs must have different powers of the variables otherwise hq
and hy have the same powers which is absurd. We obtained two different monomials which are
quasi-essential at a which contradicts the assumption that wu is essential at a, and thus k = 1.

As a consequence of the contradiction, any essential monomial of f is a product of an
essential monomial of g and an essential monomial of h as desired.

In the other direction, assume u is a monomial of f which is the product of monomials of

g and h which are essential at a, u = g1hy. Clearly u is essential at a as any other product
of two monomials g;h; is inessential at a due to g;, h; or both. O
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Corollary 10.7. Let f = gh be a factorization of a polynomial f. Then f is reqular <=
g and h are reqular.

Proof. Any monomial of layer zero which is not essential at a certain point must be inessen-
tial at that point. Thus in order for a polynomial to be regular, all of its essential monomials
must be of layer different from zero.

A product of monomials f; = gjhy is an essential monomial of f at a <= ¢, and hy, are
essential at a due to the corollary above. The layer of f; is the product of the layers of g;
and hy, Thus the layer of f; is zero <= the layer of either g; or hy is zero.

Therefore f is regular <= all monomials of f are of layer other than zero <= all of
the monomials of g and h are with layer different than zero <= ¢ and h are regular. [

10.4 Factorization

Definition 10.8. Given an essential monomial A of a polynomial f, the largest corner root
of f at which h is quasi-essential is called the big root of h and the smallest corner root is
called the small root of h. Note that h may have one corner root which is both the big root
and small root of h.

Example 10.9. Consider polynomial
=X+ X+ 0.

The only corner root of f isl='/20. Thus it is both the big root and small root of every
monomial.

Lemma 10.10. Let f be a polynomial with a constant term, and let h be an essential mono-
mial of f so that s(h) # 0, and the big root and small root of h are distinct. Then f factors
uniquely, up to multiplication by a constant into f = g192, so that g, contains all of the
corner roots greater or equal to the big root of h, and gs contains all of the corner roots less
than or equal to its small root. Also any irreducible factor of f divides either g, or gs.

Proof. Let f = 32" ¢\ and h = ¢ AF for some k. Define go = S°F ¢\, and g, =
¢t Y X F (here we use the fact that s(h) # 0). Multiplication is very easy since
the corner roots of g; are bigger than those of go. When a point has value smaller or
equal to the small root of h, then in ¢; the essential monomial is 0. Therefore 0 - go
are essential and quasi-essential monomials of g;go. When a point has value greater than
the small root of h, the only essential monomial of g, is czA¥. Multiplying by g1 we get
Mgy = N YT e TR =31 ¢\l Together we get g1gs = f.
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Now, assume that there is another factorization f = wjus with the same properties.
Since f has a constant term, then so must u; and uy. The constant of u; multiplied by us
must equal monomials of f which are essential and quasi-essential at the corner roots of us
and ¢s, as before. So ga = cuy for some constant c¢. By a similar argument, d\*u; are the
remaining monomials of f for some constant d, and so the factorization f = g;g- is unique
up to multiplication by constants.

Let f = J1Js5...J; be a factorization of f into irreducible factors. We will show that each
J; has corner roots which are all larger than the big root of h or all smaller than the small
one. Otherwise, there is a factor J = J; that has a corner root bigger than the big root of
h and a corner root smaller than the small root of h. The polynomial J is irreducible, and
so from the first part of the theorem we have already proved, the essential monomials which
are not at the edges must have layer zero coefficient (or J would factor further). Therefore
between the big and small roots of h, the essential monomial of J is of layer zero, and so the
essential monomial at this point of f is of layer zero which is absurd. m

10.5 Primary polynomials

We have expanded the layer structure further in order to solve the problem of unique fac-
torization of primary polynomials. Next we will verify that this property indeed holds.

Recall that the function ¢ : P, — Q|z], where P, is the semiring of primary polynomials

in ¢ and
n

G(f) =3 s(be)a*

k=0

for f =3"7_, bpA*. We will use ¢ here to prove unique factorization for primary polynomials.

In the case of positive layers, 1 is an isomorphism. In this structure, we have for ex-
ample (%X +0) = 1 = (1% 4 0), so ¢ is not an isomorphism. Fortunately, it is still a
homomorphism, since this part of the proof is not affected by the existence of layer zero.

Lemma 10.11. Let f and g be primary univariate polynomials without monomials of layer
zero. Then U(f) =(g) <= f = cg for some tangible constant c .

Proof. The proof is similar to the positive layer case. Knowing that f and ¢ has no layer
zero monomials leaves only one choice up to a tangible constant for ¢~ ((f)). O

It is important to note that primary polynomials cannot have layer zero monomials other
than the leading monomial and the constant. The reason is that a quasi-essential monomial
with layer zero is an inessential monomial and therefore is not part of the polynomial.

Theorem 10.12. Let f be a primary univariate polynomial (with L = Q). Then f factors
uniquely into irreducible factors (up to multiplication by a constant).
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Proof. Assume that f is a regular primary polynomial, and that it factors in two different
ways [ = g1---gp = hy1---h,,. Since f is regular, so are ¢y, ..., gn, b1, ..., hp. As a conse-
quence of the lemma, these factorizations are the same up to a multiplication by a constant.

Now we take f with a leading monomial of layer zero. f must be of the form f = A" 4 ¢
for g with deg(f) > deg(g) and g with lead monomial of layer different than zero. First we
will show that f factors into

(1N 4 @) —de89) (—g)n—deals) g — (10l \n—deglo) 4 n—deslg))(_qyn—deglo) g — OI\n | g — ¢,

n—deg(

Note that g has a leading monomial coefficient of size a 9), and note that we strike out

any middle monomial with layer zero.

Take a factorization f = ¢;---ggr. At least one factor must have a layer zero lead-
ing monomial. We rearrange and rename the factors to obtain f = gh, where g has leading
monomial of layer zero and h does not. The polynomial f factors further to (A +a)!(—a)'uh
where u has no leading monomial of layer zero, and neither does uh. Since the sum of the
lowest degree monomials of f equals to uh and also to g we have uh = g, and | = n—deg(g).
Thus any factorization of f is a sub-factorization of (I%\ 4 a))~dee(9),

A similar argument applies to f with layer zero constant. f = gA\F 4 [Mgdeg@)++ where ¢
has a constant term a%89)=F We factor f; f = g(\ + %a)*. Like the leading monomial of
layer zero argument, f factors uniquely into gA\* 4 [0lgdes(9)+F

In conclusion, a general primary polynomial f factors into f = (X 4+ a)™(\ + Ya)kg
where ¢ has no layer zero monomials, and not a layer zero constant. It is easy to see that the
middle monomials of this product are a™\¥g, therefore ¢, k and m are determined uniquely
according to the middle monomials of f. We already know that such g factors uniquely, and
so every primary polynomial f factors uniquely into irreducible factors. n

10.6 Main result

We are now ready to prove our main theorem.

Theorem 10.13. Any regular polynomial f factors uniquely into irreducible factors.

Proof. From previous sections we know that f factors uniquely into primary polynomials
around each essential monomial with layer different from zero. Thus a regular polynomial f
factors uniquely into primary polynomials at each of its corner roots. Moreover, we proved
that primary polynomials factor uniquely into irreducible factors. Thus f factors uniquely
into irreducible factors. O

10.7 Non-regular polynomial factorization

Next we will discuss non-regular polynomials. We will first describe the basic irreducible
factors, then examine some counterexamples to unique factorization, and thereafter we will
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sum up the factorization process for a general polynomial.

10.7.1 Basic irreducible factors

Unlike the case of positive layers, here we have an irreducible polynomial that is not pri-
mary. Fortunately, this is the only form of an irreducible polynomial other than the primary

polynomials
2™ 4 PlopaF + ¢ (1)

We list three properties of this form:
1. ¢ must be of layer different from zero, or this polynomial will be reducible.
2. Not all polynomials of this form are irreducible.
3. We choose this polynomial not to be primary; thus it has two corner roots.

Lemma 10.14. Non primary polynomials of the form
A" 4+ ) + ¢

and
ML PIpk 4 ¢

are irreducible.

Proof. Since a polynomial of this form has two corner roots, there are three types of poly-
nomials that can factor it: Primaries in the first corner root, primaries in the second corner
root, and polynomials with both of these roots. We will try all of these options to determine
when these polynomials are irreducible.

First, we will try to multiply two primary polynomials, one for each corner root. Since
the leading monomial and the constant do not have layer zero, the leading monomial and
constant of their factors also must not be of layer zero. Therefore any such primaries are
regular (since quasi-essential monomials of ghost layer zero are deleted). Clearly, this prod-
uct cannot yield a polynomial of the form 1 (since the product is regular as well).

Next, we try to multiply a primary polynomial in the small root, with a polynomial
having two corner roots. It is easier to look first at the essential monomials only, so we will
assume g and h have no monomials which are never essential. Define g = r+w, h =t+u+v
where 7, w,t,u,v are monomials. Then gh = tr + ur + uw + rv + vw where vw and rv are
never essential. In order for the result to be of the desired form, s(uw) must be zero, and
s(r), s(w), s(t), s(v) must not be zero; therefore s(u) = 0. We remain with the monomial rv
which is never essential, and therefore we have failed to achieve the desired form.

We get a similar result by multiplying a primary in the big root together with a polyno-
mial with both corner roots. ¢ = r+w, h = t+u+v, gh = tr+tw+ru+uww-+vw with tw and
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ru never essential. We must have s(uw) = 0, s(w) # 0 = s(u) = 0, and s(r), s(t), s(v) # 0.
We again get a polynomial with a monomial which is never essential.

Now we multiply two polynomials both having two corner roots. g = r+y+t, h =
u+v+w, gh =ru+rv+uy + yv + bw + tv + tw with the essentials ru, yv,tw. We do
not want any monomials which are never essential, so we have s(rv), s(uy), s(yw), s(tv) = 0.
Clearly s(r), s(u) # 0, and so s(y),s(v) = 0. Finally we obtain gh = ru + yv + tw. This
is the only way a polynomial of the above form will factor, and when this factorization is
impossible then the polynomial is irreducible.

Since our g and h each have three monomials, then y and v must have degree at least 1
in A. Thus f = gh = ru+ yv + tw must have deg(yv) > 2, and any polynomial of the form

A7 gy e

which is not primary is irreducible. Moreover, since deg(r) > deg(y) and deg(u) > deg(v),
then deg(ru) > deg(yv) + 2. Thus the second type of irreducible non-regular polynomials is

Nt L Olp ke 4 ¢
O

We will later see that these are the only examples of irreducible polynomials which are
not primary.

10.7.2 Counterexamples

We provide a few counterexamples to unique factorization for non-regular polynomials. We
will start with the trivial case, and finish with more complex cases.

We have already seen that a product of irreducible non-regular polynomials is a product
of pairs of matching monomials. Changing the layers of matching monomials, we can produce
different factorizations:

(A2 + O + B8I0) (A2 + O x - Bloy = (A* 4+ D2X% 1 0) = (A2 + D1 + 0)2.

Next, we notice that layer zero coefficients eliminate quasi-essential monomials. We will
build an example with different quasi-essential monomials which disappear. We will multiply
an irreducible polynomial, with a primary polynomial at a corner root which is between the
big and small root of the irreducible one. We will first study the general case, and then bring
a concrete example.

Take ¢ = a+ b+ ¢ with big root a; and small root as, and take h = d+e+ f primary at

az so that a; > a3 > as. Think of e as any number of quasi-essential monomials (including
none). Then f = gh = ad + °l0(bd + be + bf) + cf where be is quasi-essential of layer zero

28



and so is inessential.

A concrete example: g = (A + O\ 4+ 0) with corner roots —1,1, and a primary at
0: h=XA+X+0. Then f = gh = \* + 91X% + 901\ + 0. The monomial 1A\? would be
quasi-essential at 0, but the layer zero makes it inessential. If instead h = A2 +0, the product
f = gh remains the same.

We have seen how to factor a non-regular polynomial with two corner roots. We will now
give an example of different ways to factor the same polynomial.

Example 10.15. Take f = (—2)A% + [U\* 4 0 with corner roots 1 and 0. Then
f=((=1)A° + )2 4 ()2

but also
F=((=DN+OX 1 0)((=D)A* + X2 1 0).

So far we have seen various examples of non-unique factorizations of polynomials with
the same corner roots. Now we will show an example of factorization into polynomials with
different corner roots.

Example 10.16.
f=1X8 4 00g\5 L Oyt 4 g,

This polynomial has corner roots {—1,0,1}. We factor it into two factors, the first with
corner roots {—1,1} and the second with corner roots either {—1,0} or {0, 1}.

=5 +P333 1 0)(1N2 + 1) + 0)

=22 + 04\t 1 0)((=1)A2 + O\ +0).

These polynomial are not all irreducible, but they factor into polynomials having the same
corner roots, which differ in the two cases.

10.8 Irreducible polynomials

We have introduced the basic irreducible polynomial, but we have yet to prove that it is the
only non-regular irreducible polynomial. We will answer this question now.

Theorem 10.17. The only irreducible non-primary polynomials are the basic irreducible
polynomials.

Proof. As we have seen before, any polynomial with a middle essential monomial with layer
different from zero is reducible. Therefore we are only interested in polynomials which are
not primary, having middle essential monomials of layer zero.
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We start with the case of a polynomial with more than one corner root (since it is not
primary) with quasi-essential monomials of layer different from zero at some corner root a.
The polynomial is of the form f = a,\"+...+Da \F +a,, N+ ...+ ag, where D0ai\F 4+ a,, A™
have the same tangible value at a. We claim that

f=(am\™ + ... + ag)a; (a A" 4+ .+ O N q, ).

It is easy to see that the corner roots of the left polynomial are the corner roots of f which
are less than or equal to a, and the right polynomial has all of the corner roots of f which
are larger or equal to a. When A > a, the essential part is

(amA™)a, (apA"™ + .+ [O}ak)\k_m) = a, \" + ...+ Dg \F.
When A < a the essential part is
(amA™ + ...+ ao)a;zl(am) = a, A" + ... + ap.

(Note that the quasi-essential monomials at a multiplied by layer zero are inessential.) Thus
we have proved that f factors into the above polynomials.

We are left with the case of polynomials with three or more corner roots and only essential
monomials:

f =g+ BA™ 4+ boA"™ b A" by,

where g = A™ "¢ for some polynomial ¢’. Let a, > a,_; > ... > a; be the corner roots of
f,n > 3. We claim that

f= (b3 bsA™5™2 (g 4+ bIA™) + bsA™ 4 by ) (babg A2 4 0).

The corner root of the second polynomial is ay. Indeed, if t(bex™2) = t(b3z™3) then
t(byby'z™2™m3) = (. It is easy to verify that the corner roots of the right polynomial are
Gy, dp_1, ..., 03, a1. The only non-trivial case is of as:

b51b3>\m3im2b1)\m1 + bg)\m?’ = bg)\m3 (b;lbl)\mlim2 + O)

Therefore the product indeed equals f.
Note that this holds for polynomials with leading monomial and/or constant of layer
Z€ro. O

10.9 Summary of the factorization process

In this section we describe the factorization process for a general polynomial, and then give
an example.

The first step is partitioning the polynomial around its essential middle monomials of
layer different from zero. Afterwards, we factor the polynomial until we get to an irreducible
factor, or to a primary polynomial. We factor the primary polynomials so they do not have
layer zero leading monomials or constants. Finally, we factor the regular primary part in the
same way polynomials factor over Q.
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10.9.1 Example

Consider the polynomial:
f=(=10)A0 4 (—4)A® + (= 1)AT - PI3N° 4 503 4 P55,

First we see that A = 0 is the smallest corner root since it is the solution of the equation
5X% + 715, 5)3 is the essential monomial with two distinct big and small roots, and thus f
factors into

=15\ + (—9)A° 4 (=6)A* + O(=2)\2 + 0)(5)% + Fl5) =

= (—10) (N +62° + 9N + 91322 + 15)(\% + Y0,

Now the smallest corner root of DA™ + 6X> + 9\* + [913)\2 + 15 is A = 1. The next
essential monomial is @132, which has layer zero and therefore we will factor it later to
basic irreducible factors. The next corner root is A = 2, and the essential monomial is 9\*.
Therefore f factors further into

f=(=10)(FY(=9)A3 + (=3)A + 0)(9A* + 9132 - 15)(\3 4 FYo) =

= (—=10) (X3 + 61 + 9)(\* + 1472 4 6) (A3 + FY0).

We obtained three factors — primary at 3, the basic irreducible factor at 2 and 1, and a
primary at 0. We further factor each of these polynomials:

OIX3 46X +9 = (DN 4+3)2(\ +3)
A OgN2 16 = (A2 4 Dlg) 4 3)2
A+ 10 = (A 4+ FH0) (A + A+ 0).

Thus:
f=(=10)(ON +3)2(A 4+ 3) (A2 4 D2) +-3)2(A 4+ FUo) (A2 + A + 0).

11 Several Variables

11.1 Unique factorization of primary polynomials

Since changing the layer of the primary point a does not change its being a primary point,
we will assume from now on that the primary point is tangible.

Theorem 11.1. Let f be a reqular primary polynomial at a. Then f factors uniquely into
irreducible factors.
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Proof. The key to this proof is to build a homomorphism between primary polynomials at
a given point and polynomials over Q. First we need to verify that a primary polynomial
factors into primary polynomials. Let g and h be polynomials so that f = gh. Assume g
has a monomial v which is inessential at a, and let v be any monomial of h. Then uv is
inessential at a. However, u must not be inessential so us must be at least quasi-essential for
some s in h. Thus us is a monomial of f which is not quasi-essential at a, which contradicts
the definition of a primary polynomial.

We define P, to be the set of regular polynomials f which are primary in a and for
which the tangible value of f(a) is 0. The latter means that the constant ¢ in the form
f=c> bidoa; AT is 0. We will show that P, is closed under multiplication, and also under
factorization.

Assume g,h € P,. Clearly, any monomial u of f = gh is the sum of products u =
g1h1 + ... + grhr where g; are monomials of g, and h; are monomials of h. Since g and h
are primary in a and their tangible value is 0, the tangible value of u(a) is also 0. Due to
Corollary 10.7, f is regular. Thus f is primary in a and the tangible value of f(a) is 0, and
in other words f € P,,.

Assume f € P,, and assume f factor into f = gh. Due to Corollary 10.7, g and h are
regular. Assume g has a monomial v which is inessential at a. u must not be completely
inessential, so u must be at least quasi-essential for some point . Let s be a monomial
which is not inessential in A at b. Thus us is a monomial of f which is not inessential at b.
However, since v in inessential at a then us is inessential at a; thus us is a monomial of f
which is not quasi-essential at a, and that is absurd. Therefore both g and h are primary
at a. The tangible value of f(a) is 0, so the product of the tangible values of g(a)h(a) must
be 0 as well. Assume that the tangible value of g(a) is ¢; then f = gh = ¢ tecgh = ¢ 1gch.
The tangible value of ¢ 'g(a) is clearly 0, and since the tangible value of f is 0 then so is
the tangible value of ch(a). Thus ¢"'g,ch € P,.

Define ¢ : P, — Q[z1, ..., 7,], by sending f = 3" Pld0a; M to o (f) = > bra’.

We wish to prove that ¥(fg) = ¥(f)¥(g). Forall f, g € P, we know we can write the poly-
nomials in the form f = > P710a; M\ and g = > 1910a;\!. We also know that the product fg
is also in P,, and thus fg = > ler]0a; AT, Define e; to be the sum of products of the form b;dx
such that J4+ K = I. If e; = 0 then we already proved that the monomial O10a; AT is inessen-
tial and should be deleted. ¥(fg) = > erx!. Now, () (g) = O brxh)(O- dixt) = era?,

as desired.

Having seen that v is an homomorphism, we now prove it is an isomorphism. Clearly
is onto, and we will prove it is also injective. Assume ¥(f) = 1(g) = >_brz!. Then f and g
both must equal >~ b710a; A’ Note that this is mainly due to the fact that f and g are regular.

Since v is a multiplicative isomorphism, and since Q|x, ..., z,,] has unique factorization,
P, has unique factorization as well. Now, let f be any primary polynomial at a. If ¢ is
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the tangible value of f(a), then ¢™'f € P,; ¢™! f factors uniquely up to multiplication by a
constant and clearly so does f as desired. O

Example 11.2. A\ + A\ \y + A2 is irreducible, like 22 4+ xy + y*. However,
A+ B+ 203 = (A + N,

as 22 + 2xy +y* = (v + y)*.

11.2 Non-primary polynomials

Primary polynomials play an important role in our theory. Recall that the essential part at
a certain point is a primary polynomial. Thus, at any corner root, the essential part factors
uniquely as a polynomial. One might think this will lead to a proof of unique factorization
of general polynomials. However this idea fails, as we will now show.

Let us focus on polynomials in two variables. The corner root set consists of line seg-
ments, and the points where these segments intersect. As we have seen, the monomials which
are quasi-essential on the line segment are quasi-essential at the intersection.

Assume that the quasi-essential monomials at point a factor into hihg, at point b the
quasi-essential monomials factor into g;g; and at the line segment between a, b the quasi-
essential monomials factor into ry79. Clearly, r1ry are obtained by deleting inessential mono-
mials from hihy and ¢g;¢.. Considering r; as a part of hy and gy, one can reconstruct part
of the factors of the polynomial by identifying g; with h;. However, consider the case that
r1 = ro. One may identify ¢; with ho and gy with hy or g; with h;, for 1 = 1,2. As we will
see in the next example, this provides a counterexample to unique factorization.

Example 11.3.
f=Fifo=Ma+ M+ A+ (=DAD A2+ 0+ AT+ (=2)A])

9=0192= A2+ A + AT+ (=2)AD A2 + 04+ AT + (=1)A7).

We will prove that fi, f2, g1, g2 are irreducible and that f = g, and thus unique factor-
ization fails.

In the above notation, the points a,b are a = (0,0),b = (1,2). For both ¢ and
[ at a, the quasi-essential monomials are hihy = (A + A1 + M)A + 0 + A2). At b,
G192 = (A1 + A2+ (=1)A)(0 + A2 + (=2)A]). At the line between a and b, the quasi-
essential monomials are riry = (Ay + A?)?. The reconstruction of the irreducible factors of
the polynomial can yield either f or g. Next we will prove that this is a good example (i.e.,

f=29).
Recall that two regular polynomials are identical if they are root-equivalent. Therefore,

it is enough to show that f = g on the corner roots of f and ¢ in order to prove that
f = g everywhere. The corner root set of f;fs is the union of the corner root set of f; and
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f2. In the following figures, we can see the corner roots of f1, g; (solid) and of f, go (dashed).
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As we can see in the following table in detail, both f and g have the same quasi-essential
monomials at the corner roots set, as desired.

corner root set quasi-essential monomials
{)\1:>\2<0} Ao+ A\

{)\2 = 0, A< 0} )\2()\2 + 0)

{A\ =X =0} (A2 + A1+ AF)(Ag + 0+ AF)

{A1 =0, <0} AL+ A0+ A\p)

{A% = /\2,0 <A < ]_} (/\2 + /\2)(/\2 + )\2)

{M=1,1=2} (/\2 + A2+ (=)Ao + A2+ (=2)A])
{M =1\ <2} (A + (DA + (=2)A7)

{(=DAT = Ao, 1T < M} (A2+( DAY ((=2)A1)

{(=2)A =X, T <M} | (Ao + (=2)A) (N2)

Next we will prove that fi, f2, g1, go are irreducible.

Lemma 11.4. Let f be a polynomial of the form f = Ao+ g(\1) where g is a polynomial in
one variable, then f is irreducible.

Proof. Assume that f = fifs. Since Ay is a monomial of f, without loss of generality, f;
must have c\y as a monomial, and f, must have ¢! as a monomial for some constant c.
Clearly f; and f,; cannot have any monomials of the type AT AJ" where m > 1, since f does
not have such monomials. Thus f; = hy(A1)Aa + r1(A1), fo = ha(A1)Ae 4+ 12(Ny).
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Fix A\; = a. For any Ay > r;(a)h; *(a), there is a monomial of the form cA7)\, of f; which
is not inessential. Take Ay > r1(a)hi*(a) + 72(a)h; " (a) to obtain a monomial of the form
cATA2 of f which is not inessential, in contradiction to the form of f.

Assume h has a monomial of the form c¢A} with n > 0, and assume that this monomial
is essential or quasi-essential at a point b. Take Ay > ¢(b), to obtain an essential or quasi-
essential monomial of f of the form cA} Ay, which is absurd. Thus f; = ¢ where c is a constant.

Therefore f = cf; is the only factorization of f and thus f is irreducible, as desired. [

To conclude, fi, f2, g1, g2 are irreducible due to the lemma above and so f;f, and g19-
are two different factorizations of the same polynomial f = g.

Part 111
The tropical determinant and linear
dependence

12 Introduction

The determinant of a matrix is the signed sum of products of the form ajs) -+ @pom) for
o € Sym(n), which we call tracks. Since in tropical algebra addition is actually the maxi-
mum, the sign of a permutation and matrix singularity are not naturally defined. We will
present an appropriate definition for the determinant and show that it is null (i.e., of layer
zero) if and only if its rows are tropically linearly dependent.

We are interested in tracks having the property that its elements dominate all entries of

their columns. We will use combinatorial methods to produce such tracks, and prove the
main theorem. In part, we use a version of the well known Hungarian algorithm (ref. [13]).

I would like to thank Prof. Uzi Vishne for his help in formalizing this part.

13 Critical Matrixes

Definition 13.1. An entry a;; of a matrix A = (a;;) € R™*" is called column-critical if it is
maximal within its column, i.e., if V& : a;; > ay;.

A matrix A is called critical if there exists a permutation o such that ai,(1), ..., Gne(n) are
column-critical.
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In this section we present a version of the Hungarian algorithm which solves the assign-
ment problem (having n tasks and n workers and each task pays differently to the various
workers, how do you assign the tasks to the workers so that all tasks are done with minimal
cost?, ref. [13]). We use classical algebraic operations over the real numbers, and use the
result in the tropical section.

Theorem 13.2. For any matrixz A there exists a matriz

3] a ay -+ a

(05} Ao Ao -+ Q2
Blay,..,a,)=| [ (1 1 1) =

an, A, Qp -+ Qp

such that A + B(ay, ..., a,) is critical.

Proof. 1t is enough to achieve criticality of the main diagonal after a permutation of the
rows and columns.

We will use induction on the size of the matrix, considering that the case n = 1 is obvi-
ous. Therefore we assume that given an (n + 1) x (n + 1) matrix A, for any value of a, 1
there exists a matrix B(ay, ..., Gy, Gpe1) such that the minor of D = A + B(ay, ..., G, Gpi1)
obtained by striking the last row and column, is critical. Moreover, by permuting the rows
and columns and choosing a, .1 appropriately, we may assume that cyq, ..., ¢,, are column-
critical and there is some column-critical element in the last row. We assume that the last
element on the diagonal is not critical, for otherwise we are done.

Given a column-critical element in the last row at column ¢, one can switch the i;, row
with the n + 1 row while keeping a column-critical element at the i, entry of the diagonal.
We will search for such a permutation of the rows that will place a column-critical element
at the last entry of the diagonal. If such a permutation does not exist, we will expand the
number of rows we can use by increasing the constants of B.

It is fairly obvious that each column has a column-critical entry. Define
Cy = {i: ¢;pq1 is column-critical },

and define C to be the set of numbers ¢ such that there is a column-critical entry c¢;,, with
m in Ci_;. We claim that Ch,_; C (). Indeed the ¢;; are column-critical for all ¢ < k. Thus
C,_1 = C, for some r. We define the critical set of D to be CS(D) :=C, C{1,2,...,n+ 1}

If n4+1 € CS(D), then by the construction of the critical set we can permute the rows
to obtain only column-critical entries in the diagonal. Indeed, n + 1 was added due to some
column-critical entry ¢p41., such that m € CS(D). Thus we can switch rows n + 1 and
m keeping the my, entry of the diagonal column-critical. There is an entry c¢,,, such that
p € CS(D). Since we started with rows which have a column-critical entry in the n + 1,
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column, this process will end with all entries of the diagonal being column-critical.

Assume n+1 ¢ C'S(D) for every possible D. Pick D such that C'S(D) has maximal size.
We will reorder the rows and columns of D so that the elements of C'S(D) will be 1,2, ..., k.
This is permitted since we permute rows and columns of numbers in C'S(D) with previous
numbers which are not in C'S(D), updating C'S(D) accordingly. Now we have a matrix in
which none of the entries in the left-lower n + 1 — k by k block are column-critical. If they
were, they would be contained in C'S(D) since there is a column-critical entry above them
in the diagonal.

Define d to be the minimal difference between any entry of the block and the column-
critical entry in its column;

d = min{a; — amlm > 1,1 < i < k}

Adding d to the last n — k constants B(ay, ..., ag, axr1+d, ..., anr1 +d) will add a column-
critical entry and enlarge C'S(D), contradiction.

Indeed, A+ B(ay, ..., ag, ag1 + d, ..., an+1 + d) still has the first n entries of the diagonal
column-critical: since d is minimal and positive, it will not remove column-critical entries
in any of the first £ columns. Thus, the column-critical entries of the diagonal remain critical.

[]

14 Exploded-Layered Tropical Determinant

In this section we introduce some ELT linear algebra definitions, where R is an ELT algebra
over the reals.

Definition 14.1. For any two elements 1)\, 21\, we define the tangible distance to be
A1 —Rr A2l

Definition 14.2. The vectors vy, ..., v, € R" are called linearly dependent if there exist
a,...,am € R*

such that

m

S(Zaivi) = (Op, ..., Op).

=1

Definition 14.3. Consider a matrix A = (a;;) € R"*". The ELT determinant of A is

Al = Z 908 + @161+ * Gnon)-

oeS™

We are now ready to present a key definition.
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Definition 14.4. Consider a matrix A = (a;;) € R™*". We define the critical layers matriz,
Sa € F™" of A in the following way:

s(a;;) a;; is column-critical
(SA)ij ::{ ( J) J

Op otherwise

The critical layers matrix enables us to use classical linear algebra, when possible.

We write R* = {z € R|s(z) # 0}.

14.1 Statement of the main theorem

Theorem 14.5. Consider A € R" ™. Then the rows of A are linearly dependent, iff the
columns of A are linearly dependent, zﬁs(!%ﬂ) = Op.

14.2 Proof of the main theorem

We prove several lemmas which together prove the theorem.

Lemma 14.6. If A € R™" is a critical matriz such that |S4| = 0, then the rows of A are
dependent.

Proof. Since |S4| = 0, after some permutation of the rows we know that there exist nonzero
scalars such that

i Row(S4) + ... + {Rowg(Sa) = 0.

If K = n we are done since

8([61]0 - Rowy (A) + ... + g . Rown(A)) =(0,...,0).

Assume k < n. Let C be the set of all columns with no column-critical element at any
of the rows 1, ..., k. If C'= ¢ then

S<[z1]0 Rowy(A) + ... + [ek]O.Rowk(AD = (0,...,0).

Tropically dividing (i.e. classically subtracting) rows k + 1,...,n by some [y, it is easy to
see for large enough y that

s(wl]O-Rowl(A)+...+[Z"]0-R0wk(A)+m(—y)-Rowk+1(A)+...+m(—y)-Rown(A)) = (0,...,0).
Indeed, the last rows are too small to contribute. Therefore the rows of A are linearly de-

pendent.
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Assume that C' is not empty. Take the least tangible distance between column-critical
elements in the columns of C' and elements in the same columns in rows 1, ..., k, and call
this tangible number d € R. By choice of C' we know that d > 0. We tropically divide rows
k+1,...,n by Hd, and call the new matrix A;.

By our choice of d, in every column of C' there exists a column-critical element in at least
one of the rows k+1,...,n. Moreover there is no column critical element in these rows in the
columns which are not in C. Therefore in Sp we have n — k rows with |C| columns, where
n—k > |C| since A is critical. We can choose a linear combination that will annihilate the C
columns in the sum of the first k rows of A;. If that sum is already null it is enough to use
the above technique in order to lower rows k + 1, ..., n.

If we have scalars with value O in the above linear combination, we continue in the same
way until we obtain A, with linearly dependent rows. Since there must be some scalar differ-
ent than Op, this process terminate. The change of A does not change the linear dependence
of its rows, and therefore the rows of A are linearly dependent.

[]

Lemma 14.7. If A is a critical matriz such that s (\A|> = O, then the rows of A are linearly
dependent.

Proof. Since A is critical, the ELT determinant of A is the sum of tracks which contain only
column-critical elements. Indeed such a track exists and dominates any other track.

Also the sum of the rows of A is the sum of the column-critical elements in each column.
Therefore [S4| = s(|A|) = 0, and we are done by the previous lemma.

]

Lemma 14.8. If A is a matriz such that s(]A|) = 0, then the rows of A are dependent.

Proof. By theorem 13.2, there exists constants ay, ..., a, such that Vi : s(a;) = 1p and the
matrix B obtained by multiplying each row ¢ of A by a; is critical.

It it easy to see that s(!B |> = 0 and so its rows are linearly dependent. Therefore the

rows of A are also linearly dependent.
O

Lemma 14.9. Let B = {vy,...,v,} be a linearly dependent set of vectors. If every strict
subset of B is linearly independent, then the matriz A with rows B is critical.

Proof. Consider the matrix A with rows vy, ..., v,, and assume A is not critical. Also assume
that
s<v1 + ...+ vn> = 0.

By permuting the rows and columns we may assume that A satisfies the following conditions:
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e The first k£ elements of the diagonal are column-critical.
e The last n — k element of the diagonal are not column-critical.

e There is no such permutation of the matrix for larger k.
We assume k < n, for otherwise A is critical. Next we build a set .S in the following way:

1. Adjoin to S the indices of rows with column-critical elements at columns k£ +1,...,n

2. Adjoin to S any index of a row with a column-critical element at a column with an
index already in S

3. Repeat step 2 until no new index is added.

We notice that S C {1,...,k}, for otherwise there exists a permutation that increases k.

For any set I of indices, we denote the set of rows with indices in I by R;. We denote
by C the set of columns with indices in 1.

Any element in a row from k + 1,...,n and in a column from k + 1,...,n could not be
column-critical since k is maximal. Also by our choice any row from &k + 1, ..., n cannot have
a column-critical element in a column with an index in S.

Now we denote the number of indices in S by r = |S|. If r = k then the last rows do not
have any column-critical elements and so rows 1, ..., k are linearly dependent. Therefore we
may assume that r < k.

We claim that

[S(Zvj)lzo

jes "
for alli € SU{k +1,...,n}. Indeed there are no column-critical elements in these columns
in any of the rows in Rg, where S ={1,2,....,k} — S.

We will show that there exists scalars a; € R such that
s(Zvj + Z%‘W) =(0,0,...,0).
Jes icS
Then Ry . ) is a linearly dependent proper subset of {v1, ..., v, }, contradiction.

Let d be the least tangible distance between column-critical elements of columns in Cg
with the next maximal element in the same column in rows in Rg. We then tropically divide
the rows in Rg by Hld. We now have at least one column in Cg with a column-critical element
in a row from Rg and in a row from Rg. Denote the matrix after this change by D.
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In Sp there must exist scalars such that

€S Jeg
Assume that a; = 0 for all j € S. Then for each column p with a column-critical element

in ) ..¢v; it is true that
S < Z vi) =0.

- p
€S
In that case we can add the indices of the columns with column-critical elements in
Y icg Vi to S, and continue the process.

Otherwise, for all j € S such that a; # 0 add j to S and continue the process. Indeed
the element in the j column of the j row is column-critical.

Since S strictly increases, we obtain our result after a finite number of steps.

[
Lemma 14.10. Assume that A is a critical matriz such that S(ZRi(A)> = 0. Then

s<yA|) —0.

Proof. Since A is critical, |A| is the sum of tracks containing only column-critical elements,

and therefore s(|A|) = |Sa|. Moreover,

(08, -, 08) = 5 ( D Ri(4)) = 3 Ri(Sa),

and therefore |S4| = Op. O
Lemma 14.11. If A € R™" is a matriz with linearly dependent rows, then 3<|A|> = Op.

Proof. If A is critical, then we are done by the previous lemma. Otherwise, we may assume
by lemma 14.9 and a permutation of the rows that the first n — 1 rows of A are linearly
dependent.

By induction on the size of the matrix, we obtain
3(|A|> _ S(Z[(—l)wm . a"i‘Am") -y (_1)n+j8<anj) ‘3(|Anj|> —0,
i=1 JEMa

where M4 is the set of cofactors a,;|A,;| with maximal tangible value.
O]

Together we have proved for any matrix A € R"*" that the rows of A are linearly de-
pendent if and only if s(|A|> = Op. Since |A| = |A"|, the analogous statement about the

columns follows.
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14.3 Adjoining the element —cc

In R we define linear dependence a bit differently and prove an analogous theorem.

Definition 14.12. The vectors vy, ..., v,, € R are called linearly dependent if there exist
A1y ooy Ay € R*

such that m
S(Z aivi) = (O, ..., Op),

with some a; # —o0.

Example 14.13. The rows of the matrix
S S
—oo 01

(~00) - (1, =00) + (=00, 1) = (~00, 1),

are dependent. Indeed,

and 5( — 00, [0]1> = (0,0).

Lemma 14.14. If A € R"™" is a critical matriz such that |Sa| = O, then the rows of A are
dependent.

Proof. We repeat the proof of 14.6 with a minor change. In the case the minimal distance
d € R is —oo we may choose the next minimal distance. If no such minimal distance exists,
then we already have a linear combination with layer zero.

O
Lemma 14.15. Let Ae R"" be a matriz. Either |A| = —cc or there exist scalars a; € R*
such that the matriz with rows a;R;(A) is critical.
Moreover, if |A| = —oo then there exist a number r < n and n — r rows with r + 1 columns

having only —oo elements.

Proof. Assume |A| # —oo. Assume that B is a matrix obtained by permutation and mul-
tiplication by scalars a; € R* of the rows of A. Also assume that the b;; are critical and
different from —oo for 1 < i < k, such that k is maximal with respect to a choice of such a
matrix B.

If £ = n then B is critical and we are done. Therefore we assume that k < n.

Next we build the set S as in the previous proof:
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1. Adjoin to S the indices of rows with column-critical elements (different than —oo) at
columns k + 1, ..., n.

2. Adjoin to S any index of a row with a column-critical element (different than —oo) at
a column with an index already in S.

3. Repeat step 2 until no new index is added.

We notice that S C {1,..., k}, for otherwise there exist a permutation that enlarge k.
We assume that B is such that S is maximal possible.

If i ¢ Sand j € S or (j > k) then b;; = —oco. Otherwise we can multiply the rows with
index which is not in S by a scalar, and enlarge S.

Write | S| = r. We obtained n —r rows with r+n —k > r+ 1 columns of —oo. Therefore
any track of the determinant must contain a choice of n — r columns out of the n — r rows,

one of which must be —oo. Therefore |B| = —oo in contradiction.

O
Lemma 14.16. Let A € R"" be a matriz. If |A| = —oco then the rows of A are linearly
dependent.

Proof. Due to lemma 14.15 there are n — r rows for which there is a submatrix having r + 1
columns containing only —oo elements. Therefore we wish to prove that m = n — r rows
with m — 1 = n — r — 1 columns are necessarily linearly dependent. It is trivial that two
rows with one column different than —oo are linearly dependent. we will use an induction
on the number of rows.

Take the first m — 1 rows with the m — 1 columns that do not necessarily contain only
—oo element. Multiply this submatrix with scalars to obtain a critical (m — 1) x (m — 1)
matrix. If this is not possible then we have m — 1 — ' rows with m — 1 —r' 4+ 1 —o0 columns
and we are done by induction.

We only need to prove that if A is a critical matrix then for any vector v, the rows of A
together with v are linearly dependent. Add v as the last row to A and add last column with
—oo elements, and call the obtained matrix B. B remain critical and |Sg| = 0 therefore its
rows are linearly dependent.

]

Lemma 14.17. If A € R*™" is a matriz such that |A| # —co and 3<|A|> = Op, then the

rows of A are linearly dependent.

Proof. Consider B a critical matrix with rows a;R;(A), with a; € R*. Is is true that

s<yB|) = 0.
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Since B is critical, s (\B ]) = |Sp| = O and therefore the rows of B are linearly dependent.

Thus the rows of A are linearly dependent.
O

Lemma 14.18. Let vy, ...,v, € R be linearly dependent. Then s(\A[) = O for the matrix
A with rows vy, ..., Uy,.

Proof. 1f |A| = —oo the result is trivial. Also, if any strict subset of {vy,...,v,} is linearly
dependent we are done by induction (similarly to the case with out —o0).

Therefore there exist scalars a; € R* such that s(wl + ...+ wn> = (Op, ...,Op) with

w; = a;v;. Consider B to be the matrix with rows w;.

Since |B| # —o0, there is at least one maximal track that does not contain —oo. Replac-
ing any —oo element in B with a small enough scalar from R we obtain a matrix B’ € R™*"

such that |B| = | B and s(zRi(Bq) — (Og, ..., O).

Therefore Op = s<|B’|> = s<|B|>, and s<|A|> = Op.

In conclusion:

Theorem 14.19. If A € R is a matriz, then the rows of A are linearly dependent
== S<|A|> = 0p <= the columns of A are linearly dependent.

14.4 Calculation of the ELT determinant

Next we review the process of calculating a determinant, and its complexity.

1. Apply the algorithm above to the matrix A in order to obtain a critical matrix B, with
complexity o(n?). (Best implementation is o(n?) [23].)

2. If |A] = —oo we are done.

3. The tangible value of |A| is t(cl_1 -t |B |>, where ¢;’s are scalars multiplying the

rows of A in order to become rows of B.

4. Calculate the determinant of Sp with complexity o(n®). This is the layer of |A|.

14.5 Rank of a matrix

In this section we generalize Theorem 14.19 and prove that the row rank of an ELT matrix
is equal to the rank of its columns.
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Definition 14.20. Let A € (R)™" be an ELT matrix. The maximal number of linearly
independent rows from A, is called the row rank of A.

Similarly, the column rank of A is the maximal number of linearly independent columns
of A.

Definition 14.21. Let A € (R)"™*" be an ELT matrix. The submatriz rank of A is the
maximal size of a square nonsingular submatrix of A. If no such matrix exists, then the rank
of A is defined to be zero.

Theorem 14.22. Let A € (R)™" be an ELT matriz. Then the row rank of A is equal to
the column rank of A and to the submatriz rank of A.

14.5.1 Proof of the rank theorem

Definition 14.23. We define the unit vectors e; € R" for all 1 <i<n by

MEZ{_W i#J

Mo =3

Lemma 14.24. Let A € (E*)’”X” be an ELT matriz, with n > m. If all m x m submatrices
of A are singular, then the rows of A are linearly dependent.

Proof. Assume the rows of A, v; = R;(A), are linearly independent. Add unit vectors to the
set {v1, ..., U, } such that it remains independent. If we obtain a set with n row vectors, the
matrix with these rows must be non-singular, in contradiction to the assumption that all
submatrices of A are singular.

Therefore we may assume that A € (R )™ is a matrix such that n > m, and for all

1 <i < n the set {vy,..., U, e;} is linearly dependent. Since the rows of A are independent,
for all 1 <7 < n there exist scalars a;; € R such that

s(ailvl + o QU + e,;) = (Op, ..., Op)

For all 1 <17 < n, define
U; = 1V + ... + Ay Upp, -

_JOr i#Eg
SG“Z']J')_{:@ i=j

If z; = Op for some ¢ then s([uz]]> = Op for every 1 < j < n, implying that vq, ..., v,, are

Let o; = 5([u1]2), then

linearly dependent. Therefore we may assume that x; # O, for all 1 <7 < n.
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Let U be the matrix with rows uy,...,u,. By theorem 13.2 we may assume that U is
critical.

If U is non-singular, then there must be a dominant track all of whose entries have
nonzero layers. Therefore, we may assume that the diagonal of U is a dominant track.

Now, if
t([aijvj}) = t([ul]l>
and
t([akjvj}k> = t([uk]k>
then

t(ouz) = t(auy)-
Indeed, otherwise

(Ul < [Ulir,

which is absurd.

Put more simply, any vector v; may contribute to the dominant entries of U at only one
tangible value of its coefficient. Therefore, any vector v; may contribute no more than one
vector of layers, as following.

Next for all 1 < j < m we write

W, = {s([vj]i) i t([aijvj}) = t([ul]l)

)

Op otherwise
Together,
Rowspan (SU) C span{wy, ..., Wy}

Since Rowspan (SU> =" and n > m, we have a contradiction.

Therefore U must be singular. Therefore there exists scalars 3; € R, not all —co such
that

s(ﬁlul + ...+ ﬁnun) = (Op, ..., Op).

For all 1 <i < n,
[Biwili < [Brwa + ... + BnunL-

Therefore for all 1 <4 < n one may choose Mg, from a range

0<d; < dist([ﬁlul + ..+ @ﬂbn]  [Bius)i),

)
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such that
S(dlﬁﬂLl + ...+ dnﬁnun> = (0]1?, oo O]F)

Furthermore, write

dlﬁlul + ...+ dnﬁnun = a1V + ... + @ Uy,-

Since there are infinitely many choices for each d;, one may choose them so that a; € R’ for
all1 <53 <m.

Therefore vy, ..., v, are linearly dependent.
O

Now we can conclude the proof of theorem 14.22. If a matrix A has row rank £ it has k
independent rows and by the lemma it must have a k X k nonsingular submatrix. Since any
k + 1 rows are linearly dependent, it is clear that any (k + 1) x (k + 1) submatrix must be
singular. Therefore the submatrix rank of A is k, and is equal to the row rank of A.

Since the submatrix rank of A and A are equal, the column rank must be equal to the rank
as well.

15 The Characteristic Polynomial and Eigenvalues

Definition 15.1. We define the identity matrix I,, € Enxn,

o =3
[I.)i; = { o,
—00 1F# ]

—nxk

It is easy to prove that [,, - A= Aforall A€ R

Definition 15.2. Let A € R*" be a matrix. The characteristic polynomial of A is defined
to be
fa(\) = A+ 01,

Definition 15.3. Let A € R"" be a matrix. A vector v € (R)" is called an eigenvector
of A with an eigenvalue x € R" if v # (—o0, ..., —00) and

Av = zv.
Theorem 15.4. Let Ae R be a matriz with eigenvalue z. Then s(fA(:c)) = Op.
Proof. Choose v to be an eigenvector of the eigenvalue v, then Av = xv. Therefore

Av + 10 go =00 . .
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In other words,
s(Av + . xv) = (O, ..., O).
Thus
3((A + o $In)v) = (Op, ..., Op).
By theorem 14.19 we conclude that s(\A + Hlp . x[n|) = O, i.e., s(fA(x)) = Op.

O

Note that the other direction is not necessarily true, i.e., there could be an ELT root of
the characteristic polynomial which is not an eigenvalue. Indeed, if one might try to prove
that direction he will encounter the following problem:

Av # Av + 710 20 + 2.
Example 15.5. Consider the matrix A € R?*?,
1 2
=(23),
(all layers equal 1).

The characteristic polynomial is

=
fA(A):|A+[—”o.A12|:'1+ 0-A 2 ’:

2 3+ 1710 A
= (1+ 90 N)@+ U0 A) + P4 = 22 B3\ 4 Py,
If A =01, A = Mo with @ < 1 or A = U3 then s(fA(/\)> —0.

The only eigenvalue of A is A = 113,
12\ (0\ _ (3} _ g (1
2 3 1) \4) 0/

One may also define an ELT eigenvalue and eigenvector in the following way.

Definition 15.6. Let A € B " be a matrix. A vector v € (R')" is called an eigenvector
of A with an eigenvalue x € R™ if v # (—o0, ..., —00) and

S(AU + [_I]Oxv> = (Op, ..., Op).

This definition is similar to the concept of ’ghost surpass’ by Izhakian, Knebusch and
Rowen ([12]).

Corollary 15.7. Let A€ R""" be a matriz. Then = is an ELT eigenvalue of A if and only
zfs(fA(x)> = Op.
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16 Inner Products And Orthogonality

In this section we introduce a definition for an inner product and orthogonality. Although
we prove that an orthogonal set of vectors is linearly independent, if we add an orthogonal
vector to a linearly independent set, we may obtain a linearly dependent set.

16.1 Inner product

Definition 16.1. Let R be an ELT algebra over the reals with L = C. An ELT inner

product is a function
<,> R'XR'—>R,

that satisfy the following three axioms for all vectors v, u,w € R" and all scalars a,b € R.

1. <av+bu,w>=a < v,w>~+b<u,w >.
2. t<<v,u>):t<<u,v>>,ands(<v,u>):s(<u,v>).

=0 < v=(—00,..,—00).

N—

3. s<<v,v>>ZOandifUEﬁnthens<<v,v>

For short notation we will write uv instead of < u,v > for the remainder of this section.

Example 16.2. For any two vectors vy, v € B
v = ([Zl]>\17 ceey [Zn]An)
Vo = <[w11061, R [w"]Oén),
we define the standard inner product

U102 = [Zl]Al[m]al T [Zn]An[m]an

The first two axioms are trivial to prove, we will prove the third.
If v = (=00, ...,—00) then v? = —o0o and thus s<v2> = Oc.

Otherwise write
v= ("IN, B,

S ={ilN = ax At

v? = Z ="y,

€S

Then
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and

s<v2> = Z |zi]* > Og.

€S

since v € R*" and v # (—o0, ..., —00) then z; # O¢ for all i € S, thus s<v2> # Oc.
Next we prove an ELT Cauchy-Schwartz lemma.

Lemma 16.3. For every two vectors vy, vy € ﬁn,

(v1v2)* < v -3

In other words, either

v > vy,
or
vg > V103.
Proof. 1f
vy = (=00, ..., —00)
then
u§ > V1Vy = —00,
therefore we assume that
vy # (—00, ..., —00).

For any scalar 0 € R,

(01 + F10v2)? = 07 + Fovyoy + 01 (F0vy) + (Flowy)*.

t<[Z]OU2U]_ + Ul([Z]OU2)> = t(’Ul’Ug),

and
8<[Z]OU2U1 + vl([Z}Ow)) = 2Re (z . s(vlv2)>.

Since vy, v9 € B we may choose z such that both
v + [z]ng € ﬁn,

and
2Re (z . s(vlv2)> < Og.
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Assume that v} + v3 < v1vq, then

(v1 + [z]0v2)2 = [Z]ngvl + vl([Z]OUQ),

and
8<(U1 + [Z]0U2)2> = 2Re (z . S(U1U2)> < Og.
Therefore
v + avy = (—00, ..., —00),
which contradicts our assumption that v; # (—o0, ..., —00).

Now we extend this lemma to several vectors.

Lemma 16.4. Let R be a maz-plus algebra over the reals. If vy,...,vp € (R)" then there
exists some p for which

2

v, > Z V;Up.

1<jAp<k

Proof. Assume

. . 2

Vp : 12%2};14{%”3} > v,

and choose specific ¢ # j such that Vp : v;v; > vﬁ. It follows that v;v; > v?. Thus by lemma

16.3 viv; < 1132-, which contradicts our assumption.

Therefore there exists some p for which

2
VS > max {v;v;
P 1§z‘,j§k{ ik

2
U, > E V;Vp.

1<j#p<k

and specifically

16.2 Orthogonality

Definition 16.5. Consider vy, v, € R'. We say vy, vy are orthogonal and write vy L vy if

S (vlvg) = Oc.
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Theorem 16.6. If vy, ...,v; € (R)™ are vectors such that
Vi @ v; # (=00, ..., —00)

and
Vi# g v L,

then vy, ..., v, are linearly independent.

Proof. Assume that v, ..., vk are linearly dependent. Then there exists oy, ...,a, € R* such
that

3<a1v1 + .+ akvk> = (Oc, ..., 0¢).

If u; = a;v;, then by lemma 16.4 there exists p such that

2
u, > 5 Ujlp.

1<j#p<k

Multiplying by u, we obtain
5<u1up + ...+ 'Uzkup) = S((O(C, ey O(C>up> = O(C-

Therefore Vi £ p: s (uiup> = Oc and ug dominates all other term. It follows that s (ui) = Oc,
which is absurd.

]
Lemma 16.7. Let vy,...,v; € (E*)" such that k < n, v; L v; for all i # j and v; #
(—00, ..., —00) for all i. Then there exists vii1, ..., v, such that the set {vy,...,v,} is orthog-
onal.

Proof. Assume Vi,...,V;, € K™ are lifts of vy,...,vg, i.e. ELTrop(V;) = v; for all i. Then
there exists vectors Uy, ...,U,, € K" such that U; LV, forall 1 <7<k and k+1 < j, and
U LU, forall j #p

It is easy to see that if u; = ELTrop(U;) then {vy, ..., g, Ugt1, ..., up } is an orthogonal set.

]

Example 16.8. In this example we consider the linearly independent set S = {vy, vo} which
is not orthogonal, and a vector vs which is orthogonal to S. Unfortunately, the set {vy, ve, v3}
is linearly dependent.

v = ([1]27 (=1lg, [—1]1)’

vy = (M2, M2, 717),
Vg = ([1}17 [1]1’ [2]1)‘
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These vectors are linearly dependent since
vy + vy + vg = (1012, 1002 1),

However, it is easy to see that vy, v, are linearly independent, and that v is orthogonal
to both v; and wvs.
VU3 = V1UV3 = [0]3

Part IV

An exploded-layered version of
Payne’s generalization of Kapranov’s
theorem

17 Introduction

Kapranov’s theorem (ref. [4]) states that the tropicalization of a verity of a polynomial f is
equal to the tropical verity of the tropicalization of f. Since the inclusion

Trop(X) C V(Trop|f])

is trivial, Kapranov’s theorem states, in other words, that for each element a € V(Trop|f])
there exists a lift € X such that Trop(z) = a.

Payne further claimed that not only does there exists a lift, but also there exists specific
lifts whose leading monomials are canceled by f. This regard to the coefficient is similar
to Parker’s exploded structure. The exploded approach contributes algebraic operations on
these coefficients.

In this part we formalize Payne’s generalization in terms of the ELT algebra, give a con-
structive algebraic proof for the hypersurface case which gives some hope for an algebraic

proof of the general case, and at the end present an elegant proof using an idea of Tabera [22].

I would like to thank Prof. Steve Shnider for his collaboration on this subject.

18 Main Theorem

Theorem 18.1. Consider a polynomial f € Klxy,...,x,] and a point a € R"™, such that
a € V(f) where V(f) is the ELT variety of f. Then there exists a lift x € (K*)" such that
ELTrop(z) =a and f(z) =0.
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Corollary 18.2. Consider a polynomial f € K|x1,...,x,], and the variety of its roots

X(f)={z e (K")": f(z) =0}
Then
V(f) = ELTrop(X(f)).

18.1 Proof of the case of one variable

Lemma 18.3. If f € K|z| factors into

f(@)=(z—ar)---(z —an),

then
ELTrop[f](\) = (A\+ ELTrop(—ay)) -+ (A + ELTrop(—ay)).

Example 18.4. Consider the polynomial
fx)=(x—-1)(z+1)=2>—1.

Then
ELTrop[f] = A2 + 70,

We get the factorization
A+ M)A+ o) = A2 4+ Dox + Flo = a2 + o,

since the middle monomial is inessential.

Example 18.5. Consider
f(@) = (z—a))(x — a)(x + as)(x + ay) = (v — 1)(z — t) (2 +t)(z + 7).
We will explore the coefficient of 22 in f:

t—t—t2 =12 — 3+ 13

We notice that cancellation of the leading monomials ajas + ajaz =t — t occurs since as, a
has the same tangible value (¢(ELTrop(az)) = t(ELTrop(as)) = —1).

Next we prove the lemma.

Proof. We wish to prove that ELTrop[f] = g, where
g(A) = (A+ ELTrop(—ay)) -+ (A+ ELTrop(—ay)).

We notice that

n

=3 3 an) - (o),

k=0 tik,-slkk
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and

ELTrop|f] = Z [ELT'rop< Z (—ai,) - (_aikk)ﬂ Ak

keJ Ulkslkk

where k € Jif and only if 37, . (—ai,) - (—ay,) # 0.

.....

,,,,,
..... i

.....

i

-----

.....

.....

In order to simplify the notation we will assume that the a;’s are ordered from the smallest
power of t in the leading monomial, to the largest

t(ELTrop(a1)) > t(ELTrop(ag)) > ... > t(ELTrop(a,))
Since cancellation occurs in the leading monomial, we conclude that
t(ELTrop(agy1)) = t(ELTrop(ay)).
Assume that
t(ELTrop(a;)) = t(ELTrop(aj+1)) = ... = t(ELTrop(ay)),

and if 7 > 1 then
ELTrop(a;—1) > ELTrop(a;).

Write C' = t(ELTrop(a1 e aj_1)> and d = t(ELTrop(a;)). We know that
t[ELT’I“Op( Z (—ailk) . (_a’lkk)>i| — Cdk_j+17

since aq, ..., a, are ordered.
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Thus
g(\) = ...+ Blopn=itt | Olggkittyn=h 4 benlggh=it2yn=ktl 4

Clearly all the monomials listed have the same tangible value at d, and therefore VC@t—i+1gn=k
is inessential, yielding (1).

Next we assume that

| Z ELTrop(—a;,)--- ELTrop(—a;,, ) # ELTrop( | Z (—ag,) - (—aikk))

U1k lkk Ukyolkk

Therefore cancellation occurs at the leading monomials, and

[ Z ELTrop(—a;,) - ~ELTr0p(—aikk)] AnF

Ulkseees Ykk

is inessential in g, yielding (3).
Finally, to prove (3), assume that
t(ELTrop(ay)) = ... = t(ELTrop(agsm))-

The polynomial f contains the monomials PlC\*=7+1 and Pr+mlC\E+m=i+1 gince there is no
cancellation at the leading monomials for these powers. Indeed ELTrop(a;_1) > ELTrop(a;)
and ELTrop(axim) > ELTrop(agims1) if k+m+1<mn).

The monomial P! BA"* is indeed inessential in f since B < Cd*¥—7+1,

Corollary 18.6. Let f € K|[z| be a univariate polynomial. If a € R* is such that

s (ELTrop[f] (a)) =0,

then there exists a lift y € K such that f(y) =0 and ELTrop(y) = a.

18.2 Proof of the multivariate case

First we notice that is it enough to prove the theorem for the point a = (110, ..., 10). Indeed,
suppose we are assuming the theorem is true for ([1]0, e [1]0), given any point

a = ([01})\17 ce [C”})\n),

the polynomial
g(x1, .y xy) = fleg 'ty .. o )

has a lift. The result follows.
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We use induction on the number of variables. Since K is algebraically closed, Lemma
18.3 holds and Corollary 18.6 proves the one variable case.

If we find a specialization x; = y such that the tropicalization of the polynomial

9(x9, .oy ) = [(y, To, ..., Tp)

in n — 1 variables has an ELT root then by induction we have a lift as needed. Furthermore,
if ¢ = 0 we have found a lift as well.

Example 18.7. Consider the polynomial f(z,y) = x(y — 1) +t. The point (0, 0) is an
ELT root of ELTrop|f] for each p.

We specialize y = 1 and obtain g,(z) = t. The polynomial ELTrop[g,] has no ELT roots
and therefore we need a better choice of y.

We define a partial order relation on K: Va,b € K we say a < b if the power series b
contains all of the monomials of @ and —Trop(b — a) is bigger than every power of ¢ in a.
In particular, if a < b then the powers of ¢ in monomials of a are bounded. We will use this
order to build a root or a specialization by finding the next monomial at each step.

Consider a series a € K and a polynomial f € K*[zy, ..., x,]
flxy,xn) = folma, o xn) + fi(ze, ., 20) (T — @) + ...+ foulza, o) (21 — @)™
By change of the first variable, z, = x1 — a, we obtain the polynomial
faa:=fo+ fizat+ ..+ fnzl € K24, T2, ..., Ty
with f; € K[za, ..., x,].
Definition 18.8. Consider a polynomial f € K[xy,...,x,]. A series a € K* with leading

monomial 1 is called constructive if for every monomial ¢t in a, the series b < a consisting
of all monomials of a with powers smaller than « it is true that

s(ELTrop[f.b](M(—a), W, M, ..., Ulo)) = 0.
Lemma 18.9. If f,g,h € K[x1,...,x,] are polynomials such that f + g = h then either
ELTrop[h]([”O, s [1]0) = ELTrop[f]([l]O, ey [1}0) + ELTrop[g]([l]O, ey [”0)
or

ELTroplh)(Mo, ..., 10) < min{ ELTrop[f](Mo0, ..., 10), ELTrop[g](Mo, ..., M0)}
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Proof. We write f =" asz’, g =Y bz’ and h =3 ¢;z!, and notice that

ELTrop[f](Mo, ...,Mo) = Z ELTrop(ay).

Next, for
m = min{t(as), t(b;s)}
we define
Ma = {I\t(a;) = m}, Mb = {[’t(bﬁ = m}
Now, if
Z arz! + Z by’ =0
IeM, JeEM,
then

ELTroplh)(Mo, ...,10) < min{ ELTrop[f](Mo0, ..., 10), ELTrop[g](Wo, ..., M0)}.
Otherwise
ELTrop[h](Wo, ...,Mo) = ELTrop[f](Mo, ..., 10) + ELTrop[g)(Mo, ..., M0),

since [A)\ W2l ) = [(+e] )

Lemma 18.10. Let f € K|x1,...,x,] be a polynomial such that

s(ELTrop[f]([l]O, o [1]0)> =0,
let a € K be a series with leading monomial 1, and write

f=fo+t filzr —a)+ ...+ folzy —a)",
with f; € K[xg,...,x,]. Now, if
ELTrop[fo](Mo,...,10) > ELTrop[f — fo](Mo, ...,M0),

then for g, = f(a,xs, ..., x,) it is true that

s(ELTrop[ga]([l]O, ey [1]0)> =0
Proof. First we look at f — fy and notice that

ELTroplf — fo] = ELTrop[xy — a] - ELTrop|f, + fa(zy — a) + ... + fulxg —a)" ']

Since ELTrop[z, —a] = Ay — 10 then s(ELTrop[:vl —a)(Mo, ..., [1]())> = 0 and therefore

S(ELTrop[f — fo)Mo, ..., [I]O)) =0.
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Now fo = (—f)+ (f — fo) thus together with the previous lemma we obtain
ELTrop[fo)(Mo, ...,1M0) = ELTrop[—f](Mo, ..., M0) + ELTrop[f — fo](Wo, ..., M0),

and so
S(ELTTOp[fO]([l]O, o [1]0)> = 0.

Since fy € K|[xa,...,x,] it is true that g, = fy and the result follows.
]

Lemma 18.11. Let a be a constructive element of f with a bounded set of powers. Write
fa=fo+ fiza+ ...+ fuz.
Assume fy # 0 and that
ELTrop[fo](Mo, ...,M0) < ELTrop[f.a — fo](Mo, ...,10),

then a is not mazimal.

Proof. For any A,
fla+ct®) = fo+ctfi+ ...+t f,

We can choose A to be a corner root with f; dominating, and obtain a layer polynomial in
¢ with a constant from f; and thus a non-trivial solution.

In order to contradict maximality we must prove that a < a + ct?, i.e. we must prove
that A is larger or equal to the supremum of the powers of £ in monomials of a, call it M.
Indeed, assume that A is strictly smaller than M. Then there exists a series b such that

a=a +band —Trop(b) > A (i.e. the power of the leading monomial of b is larger than \).

Next we present f; using g; and yield a contradiction.

f=fothilw—a)+.+ fale—a) = fo+ filr—a =b) + .+ fula —a' = )",

f=g+qanl@—ad)+..+g.(z—ad)"
Is it true that:

gn:fn

gn—1 = fn—l + (T) (_b)fn



and so forth. Therefore:

fn = Gn,

Vi:f;=g;+ Z az‘jbi_jgu

i=j+1

and b/ f; = Vg, + Z?:jﬂ ai;b'g;.

Assume k is such that
ELTropb*g,] (M0, ...,0) > ELTrop[f.a/) (M0, ..., o)
and for all ¢ > k,
ELTrop[b*g:) (Mo, ..., 110) > ELTroplbg;)(Mo, ..., M0).

Then
ELTrop[b*gs] = ELTrop[b" fi] < ELTrop[t™ f,].

Now
ELTrop[fo] < ELTrop[bkgk] < ELTrop[tk’\fk],

which contradicts the choice of A such that fy; is dominating.

]

Lemma 18.12. Let a be a constructive element of f with an unbounded set of powers. Then

fla,xo,...;x,) =0

Proof. By scalar multiplication we may assume that the minimal power of ¢ in any mono-
mial of f is not negative. Assume that f(a,zs,...,x,) # 0, then there must be a monomial
dxo---x, in f. We will consider two series a’ + b = a such that the minimal power in b is
higher than any power in a'.

If the minimal power of b is large enough, the leading part of the monomial dzs - - -z,
must be in fy where

fd = fo+ frza + ...+ fu2h.
Indeed, f.a'(b,xa,...,x,) = f(a,za, ..., x,). If bislarge enough, any monomial f;2%,(b, z, ..., 7,,)
will be strictly larger than dxo, ..., z,.
However, if we choose b with minimal power larger than the minimal power of d,
ELTroplfo](Wo, ..., 1o)

will strictly dominate at E'LTrop[b], which contradicts the assumption that a is constructive.
O

Due to Zorn’s lemma, there exist a maximal constructive element y. We specialize 1 =y
and obtain the result by induction.
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18.3 The element —cc
Corollary 18.13. Consider a polynomial f € K|z1, ...,x,|, and the variety of its roots

X(f)={z e K": f(z) =0}.

Then
V(f) = ELTrop(X(f)).

Proof. Specialization of a variable to O is equivalent to deletion of all monomials containing

this variable. The same is true for —oo in ELT algebra.

Therefore after deleting the relevant monomials in f and ELTrop[f] we use theorem 18.1

on a polynomial with less variables to obtain the result.
O

19 Tabera’s Proof

Here we will present Tabera’s ([22]) proof of the hypersurface case of Payne’s theorem. We
will prove the multivariate case using an induction on the number of variables, and not re-
prove the one variable case.

Similar to the proof above, Tabera also seeks a specialization of a variable such that the
remaining polynomial will have a lift. The main difference between Tabera’s proof and the
proof above is that we constructed a specialization of the first variable, while Tabera finds
the best variable to specialize.

Consider a polynomial f € K[z, ..., z,] such that s(ELTrop[f](mo, o [1]0)> = 0. Write

f(xl, ,.’En) = ta(fo(xla ,.Z'n) + Ztﬁfﬁ({]ﬁl, ...,xn)>,

pel
where 5 > 0 for all 8 € I, and fo, fs € k[x1, ..., 2,)].

We have
ELTrop(f] = "(—a)ELTrop|fo],

and therefore S(ELTT’Op[fO]([l]O, o [”0)) = 0. Moreover, fo(1,...,1) = 0.

Example 19.1. Consider the polynomial
flz,y) =2 —2y+1+tx+1%y.
In this case t* =t°, fo=a — 2y + 1, f = x, f» = 2y. Thus

ELTrop[f] = MOELTrop[fo] = MoX + F2ox, + Mo,
and fo(1,1) = 0.
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Assume that a specialization x; = 1 yields

g = f(xla vy Ti—1, 17$i+17 7-1'71) = ta (g[] + Ztﬁgﬁ>7
pel

such that gy # 0. Then s(ELTrop[g](mO, - [1]0)> = 0k, and therefore ¢ has a lift, and so
does f by induction.

If no such specialization exists then fy must be of the form

fo=(z1=1) - (xn — Dh(z1, ..., T).

We specialize 1 = 1 + t7, to obtain
Jo(+ " 2o, .xy) =t (g — 1) -+ (2, — DA(1 + 17, 29, ..., 24,).

If we choose v > 0 small enough we have

g(ﬂfg, 7xn) = f(l + t77x27 7xn> = tal <g(] + Zt595>,
pel’

where
go= (2 — 1) (z, — DA (22, ..., 2,).
Therefore go(1,...,1) = 0 and

s(ELTrop[g](mO, o [1]0)> = Of.

20 Applications To Linear Algebra

20.1 Resultant

In classical algebra the resultant of two univariate polynomials f,g € K|[z] is zero if and only
if they have a common root. Considering all polynomials f, g € K[z] with fixed degrees, the
resultant is a polynomial in the coefficients of f and g.

Furthermore, it is well known that the resultant Res(f,¢g) is equal to the determinant of
the Sylvester matrix, where given

f=a "+ ...+ ag

and
g =bpx™ + ...+ by,

the Sylvester matrix Syl(f, g) € RUmFMx(m+n) ig defined by
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Ay CQp_1 " ag 0 0 0

0 an,  QAp—1 *** Qo 0 0

0

1o - .. 0 a, an, ao
0 b, bn1 -+ b 0 0

0o ... 0 byp b - b

In this notation, |Syl(f,g)| = Res(f,g) € Klan, ..., ag, bm, ..., bo].

Furthermore, the first m rows of Syl(f, g) each have at most n + 1 entries different than
zero and the last n each have m + 1. Therefore we may Consider |Syl| to be a polynomial
in 2mn + m + n variables, a;’s and b;’s.

20.1.1 ELT resultant
We will prove an analogous theorem for the ELT case. Assume R is an ELT algebra.

Theorem 20.1. Let f,g € R[x] be two univariate polynomials. Then
s(Isyl(,9)1) =0
if and only if f,g have a common ELT root.

Proof. Consider |Syl| € K[x1, ..., Xomnimin) and ELTrop[|Syl|] € R[A1, ..., Aomntman]. It is
easy to see that ELTrop[|Syl|] is the ELT polynomial of the ELT Sylvester matrix.

Consider two ELT univariate polynomials f,g € R[z]. Then by theorem 18.1

8<!Syl(f, 9)\) =0

if and only if there are polynomials F, G € K|[z| such that |Syl(F,G)| = 0 and ELTrop[F] =
f, ELTrop|G| = g.

If [Syl(F,G)| = 0 then there exists x € R such that F'(z) = G(x) = 0. We conclude that
ELTrop[z] is a common ELT root of f and g.

On the other hand, assume f, g have a common ELT root a € R. Take an arbitrary lift

x € K such that ELTrop(x) = a. Due to lemma 18.3, we may choose two polynomials F, G

such that F(x) = G(z) = 0 and ELTrop|F| = f, ELTrop|G| = g. Therefore |Syl(F,G)| =0
and s (|Syl(f,9)|) = 0.

O
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20.2 Cayley Hamilton theorem

Theorem 20.2. Let A€ R be a matriz. Then
S(fA(A)) = Oknxn

Proof. We may consider the entry in the i-th row and j-th column of fo(B) to be a polyno-
mial in 2n? variables (the entries of C' and B are the variables). The EL tropicalization of
this polynomial is the equivalent entry in fo(B) over the ELT algebra.

fe(B)=B"£ (> ca)B" ' £ (> ciiy -+ Ciy_yin)BE|CIL.

Indeed, since there are no cancelations,
ELTrop| fo(B)| = for (B),
where (7, B’ are variables matrices in B .

For any matrix A € K™*" it is true that [fA(A)] ~ = 0. Then by theorem 18.1

v

S[fA'(A')} = O,

)

where A’ = ELTrop(A).

Since any ELT matrix has a lift, we conclude the theorem.

d zZ w

Example 20.3. Consider A = (CCL b), B = (I y)

fa(B)=(a—1x)(d—2)—bc=2*— (a+d)x+ad—bc= B*— (a+d)B+ (ad — be)l,

7 2+ yz ay+yw
T\ twz zy+w?)

Therefore,
FA(B) = 2> +yz— (a+d)x + ad — be xy+yw — (a+d)y
AR zx +wz — (a+d)z 2y +w? — (a+dw+ad—be)’
Now,
FA(A) = a’+bc— (a+d)a+ ad — be ab+bd — (a+ d)b
AV ca + de — (a+ d)e cb+d* — (a+d)d+ad —bc)’

it is easy to see that every monomial cancels by a monomial of an equal tangible size.
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